Our daily lives have been immersed in widespread location-based social networks (LBSNs). As an open platform, LBSNs typically allow all kinds of users to register accounts. Malicious attackers can easily join and post misleading information, often with the intention of influencing users’ decisions in urban computing environments. To provide reliable information and improve the experience for legitimate users, the authors design and implement DeepScan, a malicious account detection system for LBSNs. Different from existing approaches, DeepScan leverages emerging deep learning technologies to learn users’ dynamic behavior. In particular, we introduce the long short-term memory (LSTM) neural network to conduct time series analysis of user activities. DeepScan combines newly introduced time series features and a set of conventional features extracted from user activities, and exploits a supervised machine-learning-based model for detection. Using real traces collected from Dianping, a representative LBSN, we demonstrate that DeepScan can achieve excellent prediction performance with an F1-score of 0.964. We also find that the time series features play a critical role in the detection system.

INTRODUCTION
Emerging location-based social networks (LBSNs), such as Foursquare, Yelp, and Dianping, have become a widely-used tool for people’s daily life. Different from traditional online social networks (OSNs), LBSNs have a special focus on location-centric activities. Thanks to the popularity of smartphones and tablets equipped with GPS, a user can show her presence at a certain place by conducting a check-in in LBSNs. She can also post reviews for a selected venue. Each review by conducting a check-in in LBSNs. She can also post reviews for a selected venue. Each review or check-in must be associated with a point of interest (POI). These massive user-generated contents (UGCs) can help users make different location- and context-aware decisions (e.g., dining, traveling, and purchasing). Meanwhile, these apps record rich spatio-temporal information of massive numbers of users, which can be used for understanding human behaviors in the context of urban computing. Prospective applications include lifestyle modeling and analysis [13], city dynamics study [8], and venue recommendations [15]. Researchers typically use the rich spatio-temporal data collected from different LBSN platforms such as Foursquare, Dianping, and Jiepang to investigate these urban computing applications.

Due to the open nature of the LBSN platforms, attackers can register accounts and perform malicious attacks for various purposes. For example, in Foursquare, users might conduct extraneous check-ins to win rewards, such as badges, mayorships, and virtual coins [10]. Similarly, in Dianping, the most popular LBSN in China, malicious users might publish unsolicited reviews to promote some selected restaurants, attracting legitimate users to visit [14]. On one hand, it is important to ensure that LBSN users are able to access reliable information via the platform and enjoy their experiences in urban life. On the other hand, it is imperative to prevent the negative impact of malicious users from providing unreliable input for urban computing applications. Therefore, it becomes a critical task to accurately detect malicious accounts in LBSNs, and to provide a reliable and trustworthy infrastructure for various urban computing applications. In this work, we investigate the malicious account detection problem in LBSNs with a case study of Dianping.

To detect malicious accounts in LBSNs, machine-learning-based approaches have been introduced (e.g., [6, 14]). It is essential to select a number of distinct and informative features to empower the machine learning algorithms. In these works, most of the selected features provide an aggregate view of user activities (e.g., the average travel speed of a user). However, such a view cannot reflect the evolution of the fine-grained activities, for example, the number of venues she has visited within each interval along the timeline. Without considering the dynamics of user activities, these existing approaches still suffer from limited detection accuracy.

In order to better exploit the rich spatio-temporal information recorded by LBSN platforms, we propose to introduce time series analysis to better...
understand user behaviors from a dynamic perspective. We find that deep learning techniques are widely used to deal with the time series data, showing the potential to overcome the weaknesses of conventional statistical features. With deep learning, it is possible to effectively analyze the time series activities of users, and generate an output that represents the intrinsic characteristics of user mobility. We incorporate deep learning algorithms in our model to improve the detection performance. In this work, we propose DeepScan, a solution to precisely identify malicious accounts in LBSNs. In DeepScan, we make use of time series analysis to obtain features representing a user’s dynamic behavior. We introduce a deep learning algorithm based on the long short-term memory (LSTM) neural network [4], a representative architecture widely applied to analyze time series activities. With LSTM, fine-grained activity sequences of a user can be extracted as time series features, depicting the user activity history from an evolutionary view. We also extract conventional features, incorporating their contributions to analyze the difference of legitimate and malicious users. Putting these features together, we introduce a machine-learning-based decision maker to distinguish between malicious and legitimate accounts. To implement the classification, we use XGBoost [2], a scalable machine learning library widely used for machine learning competitions. As DeepScan relies on publicly accessible information entirely, it can be leveraged by third-party vendors conveniently. Based on real user data collected from Dianping, we have conducted comprehensive evaluations to demonstrate the effectiveness of DeepScan. Our results show that DeepScan can achieve an F1-score of 0.964, indicating excellent performance in malicious account detection.

**BACKGROUND AND DATA COLLECTION**

In this section, we illustrate the background of our study. We first give an overview of the Dianping service, a representative LBSN used for our case study. In addition, we show the presence of malicious accounts in Dianping. Finally, we describe how we collect the dataset for our study.

The Dianping service is a popular LBSN in China, offering functionalities similar to Foursquare and Yelp. Dianping serves more than 200 million users. In Dianping, a POI is defined as a venue (e.g., a restaurant or a train station). There are more than 20 million venues in Dianping today. A Dianping user is allowed to conduct check-ins or post reviews for different venues, forming the two primary forms of UGCs. On one hand, a user can perform a check-in by using the mobile app of Dianping. By clicking the check-in button, she can publish her real-time location. On the other hand, a user can post a review for a selected venue at any time. Each Dianping user has a unique numeric UID. By visiting http://www.dianping.com/member/UID, we can access the corresponding Dianping user’s personal page with her demographic information, and all her published check-ins and reviews. Each check-in entry contains a timestamp and the ID of the visited venue. The movement trajectory of the corresponding user can be constructed when putting her check-in entries together. Each review entry contains the text of the review, the ID of the corresponding venue, and the published time.

**Malicious Accounts in Dianping:** Due to the openness of LBSNs, many malicious accounts exist. Given the context of LBSNs, these accounts can publish misleading information to promote or disrupt the reputation of a certain venue [14]. In addition, malicious accounts might perform fake check-ins to get rewards from the LBSN platform [10] or to increase the popularity of a venue in a manipulative way. All these activities will make the information of the platform incorrect. In order to improve user experience, detecting and blocking these accounts are extremely important. In particular, Dianping itself operates a fake review detection/filtering system to remove fake reviews [6]. Unfortunately, according to our measurement, a substantial portion of accounts are still malicious. In this work, we aim to build a scheme to detect malicious accounts in an accurate way, making the datasets from LBSN applications more reliable for urban computing.

**Data Collection and Account Annotation:** We conduct a data-driven study by using the demographic and behavior data of a large sample of Dianping users. By using the Selenium webdriver, we implement a Python-based crawler to crawl user profiles. During March 11, 2017–April 16, 2017, we crawled the profile pages of 107,616 Dianping users. The data entry of each user includes her demographic information (user ID, gender, registration date, birthday, number of followings, number of followers), her check-in records, her posted reviews, and her favorite venues. In each user’s profile page, there is a time sequence of check-ins and a time sequence of reviews. In each of these two time sequences, the activities (check-ins or reviews) are listed in reverse chronological order. These activities are considered as the user’s time series activities. Following the practice in [12], we do not consider inactive accounts, as there is not enough data to use for judgment. Among the crawled users, we focus on those who have conducted at least five check-ins and published at least five reviews.

To determine the ground truth of whether a user is legitimate or malicious, we build an online annotation platform using the Tomcat and web server. We have recruited 14 undergraduate students from Fudan University as volunteers to perform the annotation. A volunteer is expected to annotate about 2000 accounts using our platform, and she will receive $30 after finishing the job. On our annotation platform, the volunteers can view each user’s profile page, including demographic information, check-ins, and reviews. A volunteer can give her opinion about whether an account is legitimate or malicious. After a judgment is submitted, the annotation platform will guide the volunteer to the profile page of the next Dianping user. To ensure the quality of annotation, each user’s profile is examined by at least two independent volunteers. If the two volunteers have different opinions, we ask the third volunteer to break the tie. Finally, we have annotated 13,858 users, which form our Dianping dataset. Among all users within the dataset, 3930 (28.36 percent) of them are concluded to be malicious, while the other 9928 (71.64 percent) users are regarded as legitimate. We use this Dianping dataset to eval-
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We feed the LSTM network with a sequence of vectors, inputting one vector $x_t$ at each step. Each vector $x_t$ represents the user activities in the $t$th time interval. Accordingly, the hidden state that memorizes the information until the time interval $t$ can be represented as $h_t$. The cell has two inputs at each step, which are vector $x_t$ and the hidden state from the prior step $h_{t-1}$. A Bi-LSTM network comprises two parallel LSTM layers: the backward LSTM and the forward LSTM. Each layer deals with the input vector sequence independently. The hidden states $h^b_t$ and $h^f_t$ generated by the two LSTM layers at each time interval $t$ will both infuse into the output layer, concatenating the output called hidden state. The hidden state at the previous time interval will be fed into the cell together with the current input element. Since the inputs are processed in temporal order, the current hidden state of the cell tends to be largely based on the latest inputs. As a result, standard recurrent neural networks are not able to capture time dependencies more than a few timesteps long, while the current hidden state might still be correlated to long-distance pieces of information in the inputs. To solve this challenge, we use LSTM, which is known for its ability to handle long-distance dependencies between elements in a time sequence [4]. Each cell in LSTM has three gates: the input, output, and forget gates. With the help of these gates, the cell can control the fraction of information to get into or out of the cell, and generate a hidden state at each time interval accordingly. In particular, we apply bidirectional LSTM (Bi-LSTM), which comprises two parallel layers of LSTMs from both forward and backward directions. For each element in the time sequence, the Bi-LSTM network has the complete information before and after it. According to the study in [3], Bi-LSTMs outperform unidirectional LSTMs (Uni-LSTM) for classifying frames of acoustic data into phonemes.

In this section, we present the architecture of DeepScan, a machine-learning-based approach incorporating fine-grained user activities. DeepScan distinguishes itself from existing malicious account detection methods [5, 12, 14] in that it involves an LSTM network [4] to model user activities in time series.

**SYSTEM OVERVIEW**

DeepScan includes three parts: time series user activity modeling, conventional feature extraction, and the decision maker module. The workflow of our system is shown in Fig. 1. For each user, we obtain all her activity history and demographic information by referring to her personal page. We aim to extract the informative signals from this page to help determine whether she is malicious.

Statistically aggregating user behaviors might miss important information along the histories. Therefore, we introduce the LSTM network to model the dynamic user behaviors, which learns and builds the new time series features based on fine-grained activities of each user. The time series features can be used to effectively detect a malicious user. Putting the subsets of features shown in Table 1 together, the decision maker applies a supervised machine-learning-based classifier to predict whether an account is malicious.

**TIME SERIES USER ACTIVITY MODELING**

Recurrent neural networks have been widely used in dealing with time series data. Such networks apply a chain-like architecture, that is, an array of recurrently connected cells (neurons). Elements of a time sequence will be fed into this array sequentially. Each cell memorizes the information that has been calculated so far in the form of a vector called hidden state. The hidden state at the previous time interval will be fed into the cell together with the current input element. Since the inputs are processed in temporal order, the current hidden state of the cell tends to be largely based on the latest inputs. As a result, standard recurrent neural networks are not able to capture time dependencies more than a few timesteps long, while the current hidden state might still be correlated to long-distance pieces of information in the inputs. To solve this challenge, we use LSTM, which is known for its ability to handle long-distance dependencies between elements in a time sequence [4]. Each cell in LSTM has three gates: the input, output, and forget gates. With the help of these gates, the cell can control the fraction of information to get into or out of the cell, and generate a hidden state at each time interval accordingly. In particular, we apply bidirectional LSTM (Bi-LSTM), which comprises two parallel layers of LSTMs from both forward and backward directions. For each element in the time sequence, the Bi-LSTM network has the complete information before and after it. According to the study in [3], Bi-LSTMs outperform unidirectional LSTMs (Uni-LSTM) for classifying frames of acoustic data into phonemes.

We feed the LSTM network with a sequence of vectors, inputting one vector $x_t$ at each step. Each vector $x_t$ represents the user activities in the $t$th time interval. Accordingly, the hidden state that memorizes the information until the time interval $t$ can be represented as $h_t$. The cell has two inputs at each step, which are vector $x_t$ and the hidden state from the prior step $h_{t-1}$. A Bi-LSTM network comprises two parallel LSTM layers: the backward LSTM and the forward LSTM. Each layer deals with the input vector sequence independently. The hidden states $h^b_t$ and $h^f_t$ generated by the two LSTM layers at each time interval $t$ will both infuse into the output layer, concatenating the output
series of the Bi-LSTM. The last output, which is concatenated by the hidden states $h^n_n$ and $h^n_{n+1}$ of the two LSTM layers at the $n$th time interval, is directly fed into a fully connected layer. This layer transforms the fed hidden states into a two-dimensional vector. The vector will go through the softmax function (a normalized exponential function), and turn into two normalized probabilities. These two probabilities will serve as the time series features for the decision maker, indicating whether the user is malicious or legitimate, shown in Table 1.

To form the vector $x_t$, we carefully recognize the trajectory a user generates. For Dianping, the representative time-related activities are check-ins and reviews. Therefore, we explore the time series information by referring to these two types of activities. In our dataset, the time series activities range from July 18, 2010 to April 17, 2017. We need to translate the original records (i.e., check-ins and reviews) into a vector sequence. With a pre-defined time length, we can split the entire time duration into a set of successive time intervals with a fixed length. For each time interval, we aggregate the check-ins and reviews records, forming the eight-dimensional vector in this time interval. Elements in this vector aim to differentiate the malicious and legitimate users in a comparatively small time intervals, including four check-in related and four review related dimensions. The four check-in related elements are the number of check-ins, the number of successive check-ins in less than three minutes, the number of visited cities, and the total distance traveled. The four review related elements are the number of reviews, the maximum review lengths, the maximum number of reviews to a single venue, and the number of reviewed cities. Therefore, for the $t$th time interval, we can use an eight-dimensional vector $x_t$ to represent the time series activities within the interval.

**Conventional Features**

As shown in Table 1, we can still extract several conventional features from the personal page of a user: spatio-temporal features, UGC features, and social features. These features can reveal the difference between malicious and legitimate users from a statistical view over a comparatively long time period. In addition, the self-filled demographic information varies from one another, forming the user’s demographic features directly. Details of these feature sets are illustrated as follows.

**Statistical Features:** We broadly classify statistical features conventionally used for LBSN analysis into three categories:

- **Spatio-temporal features** record this user’s spatio-temporal activities by learning her check-in trajectory. For each check-in, we are able to obtain the precise timestamp and the ID of the corresponding venue. Since some features require demographic information of the venues (e.g., the location, category, and city information), we further crawl the venue profile pages for such information.
- **UGC features** represent her content generation behavior. We are interested in the user’s lists of favorite venues, published reviews, and how she rates the visited venues.
- **Social features** represent the user’s status within the Dianping social network, including the numbers of followers and followings.

**Demographic Features** depict each user’s basic demographic information, including her gender, age, age of the account, and number of days since last login.

**The Decision Maker**

Putting the time series features and all conventional features together, we introduce a decision maker module to determine whether an account is malicious. The decision maker is powered by a supervised machine-learning-based classifier, taking the obtained features as the input. Most of the mainstream supervised machine learning algorithms can be used. Once a classifier is determined, we select a training and validation dataset to learn the parameters needed. After that, the classifier will be able to make a judgment based on an account’s features.

**Implementation and Performance Evaluation**

In this section, we present the implementation details of DeepScan, and evaluate the prediction performance of our approach and other relevant proposals. To undertake the LSTM-based time series analysis, we use TensorFlow, an open source software library that is able to build and train neural networks. To implement the machine learning algorithms for the decision maker, we adopt XGBoost and Weka. In particular, XGBoost is a scalable end-to-end tree boosting system that has been frequently used in recent machine learning challenges [2]. Weka can be downloaded from [http://www.cs.waikato.ac.nz/ml/weka/](http://www.cs.waikato.ac.nz/ml/weka/), accessed October 15, 2017.
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Table 1. Subsets of features of DeepScan.

| Time Series Features | • Probability of Legitimate (Time Series Activities)  
|                      | • Probability of Malicious (Time Series Activities)  
| Spatio-temporal Features | • Number of check-ins  
|                          | • Average of check-in intervals  
|                          | • Variance of check-in intervals  
|                          | • Number of successive check-ins happened in less than 3 minutes  
| UGC Features | • Number of uploaded photos  
|                          | • Number of favorited venues  
|                          | • Number of reviews  
|                          | • Average of the review lengths  
|                          | • Variance of the review lengths  
|                          | • Maximum number of reviews per day  
|                          | • Maximum number of reviews to a single venue  
|                          | • Number of reviewed cities  
|                          | • Average of the ratings  
|                          | • Variance of the ratings  
| Social Features | • Number of followers  
|                          | • Number of followings  
| Demographic Features | • Gender  
|                          | • Age  
|                          | • Age of the account  
|                          | • Number of days since last login  


be used to implement several classic supervised machine learning algorithms, such as Random Forest, C4.5 Decision Tree (J48), and support vector machine (SVM).

From our Dianping dataset, we select half of all users to construct a training and validation dataset. Three classic metrics are used to evaluate the performance of malicious account detection: precision, recall, and F1-score. Precision represents the fraction of predicted malicious accounts that are really harmful. Recall means the fraction of malicious accounts whose existence is accurately detected. F1-score is defined as the harmonic mean of precision and recall. For a given machine learning model, once we choose a set of parameters, we could calculate the corresponding precision, recall, and F1-score using 10-fold cross validation. To find a set of “best” parameters, we apply grid search by sweeping a grid of parameters and find the parameters that could achieve the highest F1-score. Afterward, we use the rest of the users as a test dataset to evaluate each algorithm based on the parameters obtained by the training and validation phase.

Our evaluation aims to answer three questions. First, how effective is the LSTM-based time series user activity modeling? Second, how does DeepScan behave when incorporating both conventional features and the LSTM-based time series features? Finally, how much would the LSTM-based time series features be attributed to DeepScan, and is the consideration of dynamic activities beneficial to other existing detection systems?

## Evaluating LSTM-Based Time Series User Activity Modeling

As the critical component of DeepScan, we examine whether the LSTM-based time series features can accurately identify malicious accounts. We use the BasicLSTMCell module in TensorFlow to implement both the Bi-LSTM and Uni-LSTM networks, with default initialization settings. We train the models by sweeping a grid of two parameters: the number of hidden units that corresponds to the dimension of the hidden state vector and the length of the time interval. Given a time interval length, we are able to form the sequence of the eight-dimensional vectors, each containing the corresponding check-in and review related elements in the time interval. As described in Fig. 1, after being processed by the LSTM network and the softmax function, the input vector sequence becomes a pair of normalized probabilities, indicating if the user is malicious or legitimate. Here we conclude that a user is malicious if the value of “probability of malicious” feature is larger than 0.5. The best performance is obtained for a given length of time interval, represented by the value of F1-score. Considering the long range of the time series activities that users cover in our dataset, we configure the lengths of time intervals as eight hours, one day, one week, two weeks, one month, and one quarter, respectively. For each time interval, the number of hidden units of both the Bi-LSTM and Uni-LSTM models are tuned for the highest F1-score. Performance comparison of Bi-LSTM and Uni-LSTM is shown in Fig. 2. We have two key findings. First, Bi-LSTM consistently achieves better prediction performance than Uni-LSTM. Second, we obtain the best results when setting the interval length as one day. The Bi-LSTM-based models can accurately detect malicious accounts with a highest F1-score of 0.961.

## Evaluating the DeepScan System as a Whole

After determining the length of the time interval, we evaluate DeepScan as a whole. We compare among several supervised machine learning algorithms including XGBoost, Random Forest, C4.5 Decision Tree, and SVM. In particular, for SVM, we consider both SVMr (with radial basis function kernel) and SVMp (with polynomial kernel). For each user, a feature vector is introduced, including the output of the LSTM-based time series features, and other conventional features listed in Table 1. As shown in Table 2, the comprehensive design of DeepScan leads to better performance than using an LSTM network only. By combining LSTM-based time series features and conventional features, DeepScan can further improve the detection performance. We achieve a new state of the art by using XGBoost, with an F1-score of 0.964. We adopt XGBoost in the following subsection to compare the contributions of different features.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost</td>
<td>learning_rate = 0.1, min_child_weight = 2, max_depth = 5, gamma = 0, subsample = 0.9, colsample_bytree = 0.2, booster = gbtree, objective = binary:logistic</td>
<td>0.950</td>
<td>0.978</td>
<td>0.964</td>
</tr>
<tr>
<td>RF</td>
<td>MaxDepth = 5, numFeatures = 15</td>
<td>0.942</td>
<td>0.982</td>
<td>0.962</td>
</tr>
<tr>
<td>J48</td>
<td>Confidence factor = 0.3, instance/leaf M = 5</td>
<td>0.941</td>
<td>0.982</td>
<td>0.961</td>
</tr>
<tr>
<td>SVMr</td>
<td>gamma = 0.5, cost parameter = 20</td>
<td>0.940</td>
<td>0.970</td>
<td>0.955</td>
</tr>
<tr>
<td>SVMp</td>
<td>Degree = 3, cost parameter = 10</td>
<td>0.940</td>
<td>0.955</td>
<td>0.948</td>
</tr>
<tr>
<td>BN</td>
<td>Default</td>
<td>0.757</td>
<td>0.829</td>
<td>0.791</td>
</tr>
</tbody>
</table>

Table 2. Comparison of different supervised machine learning algorithms for the decision maker.

![Figure 2. Performance comparison of Bi-LSTM and Uni-LSTM.](image-url)
EVALUATING THE CONTRIBUTION OF DIFFERENT FEATURE SETS OF DEEPSCAN

In this subsection, we investigate the role that the time series features play in DeepScan. By configuring the length of the time interval as one day and adopting XGBoost as the machine learning algorithm of the decision maker, we can evaluate the prediction performance of DeepScan. To quantify the contributions of different features, we list the top eight features ranked by χ2 statistics [11]. As shown in Fig. 3, we can see that the two most influential features are the two LSTM-based time series features. This reflects the significance of applying time series analysis.

We further investigate how each subset of features — time series features, demographic features, social features, UGC features, and spatio-temporal features — contributes to the overall detection performance of DeepScan. We remove one subset at a time and see the prediction performance without this subset. Results are shown in Table 3. Obviously, excluding the set of time series features deteriorates the detection performance the most. Looking at this problem from another perspective, we start from a random guess classifier. We add one subset of features at a time to evaluate the performance. We can see that adding the set of LSTM-based time series features could increase the F1-score the most, and adding the spatio-temporal features also achieves very good performance.

We implement an SVM-based malicious account detection approach, which is a representative existing solution for detecting malicious accounts in LBSNs designed by Zhang et al. [14]. We compare their approach and DeepScan using our Dianping dataset. Results reported in Table 3 suggest that DeepScan yields better performance. Furthermore, we find that adding the time series features can also improve Zhang et al.’s approach, indicating the effectiveness of incorporating these features.

RELATED WORK

Malicious account detection in OSNs: Various efforts have been made on the detection of malicious accounts in OSNs. Many of the earlier approaches are based on the assumption that malicious accounts have few social connections with legitimate users. For example, Cao et al. [1] propose a social graph-based approach to detect malicious accounts in Tuenti. However, Yang et al. [12] find that in Renren, there are numerous social connections between legitimate users and malicious accounts. They propose a malicious account detector based on interactions between users (e.g., the activities of friend requests). Their detector has been deployed in Renren since August 2010. Unfortunately, such solutions require some private information only available to the OSN service provider. These approaches are designed for general-purpose OSNs, and they do not take the spatio-temporal information into consideration. Still, they serve as important references for detecting malicious accounts in LBSNs to select social features and UGC features.

Malicious account detection in LBSNs: Zhang et al. [14] propose an SVM-based approach to detect malicious accounts in Dianping. They extract location-based features to distinguish between legitimate users and malicious users. For comparison, we also implement and evaluate their approach with DeepScan using our Dianping dataset. According to our evaluation, DeepScan achieves better prediction performance than their approach. Moreover, we also demonstrate that the addition of time series features can make their approach more accurate, indicating the usefulness of our LSTM-based time series features. By collaborating with Dianping, Li et al. [6] investigate the detection of opinion spam on Dianping by using an SVM-based model. However, their solution requires Dianping to provide some private information that are not accessible to the public, such as the IP address of each user. As a result, their solution can only be deployed in the single specific LBSN platform. Differently, we only use the publicly accessible information of LBSN users. Our approach can help different third-party vendors who are interested in using the rich user activity data recorded by LBSNs.

LSTM in online user behavior analysis: LSTM has been widely used to analyze objects in the form of time sequence. Ma et al. [7] detect
rumors on microblogging platforms by applying LSTM to the modeled time series event information. Suhara et al. [9] forecast people’s depression moods based on individuals’ historical moods, behavioral type, and medical records, collected by their self-developed smartphone application. They use LSTM to analyze the time series of individual histories and obtain an indicative output to forecast depressive moods. However, to the best of our knowledge, LSTM or, more generally, the time series features have not yet been incorporated in LBSN user behavior analysis.

**Discussion and Future Work**

In this article, we propose DeepScan, a machine-learning-based malicious account detection system for LBSNs. DeepScan carefully considers users’ activities from an evolutionary view by dividing each user’s activity data into a number of continuous time intervals. Using deep learning technologies, DeepScan makes use of time series features, which are more discriminative and informative than conventional features (i.e., statistical or demographic features). Using real data collected from Dianping, we find that DeepScan can achieve excellent performance with an F1-score of 0.964.

Our study still has some limitations. Given the massive user activities recorded by LBSN platforms, we believe that the idea of time series analysis can be further explored to accurately identify malicious accounts in different LBSNs. Nevertheless, we only use the dataset from Dianping to evaluate our design. There are two key reasons. On one hand, Dianping is a popular LBSN service, and all check-ins and reviews of each user in Dianping are publicly accessible. This gives us a large-scale dataset of an LBSN. On the other hand, in other LBSNs such as Foursquare, the spatio-temporal information is not fully open to the public. For example, a user’s check-ins in Foursquare are only available to her friends. Therefore, crawling a dataset containing a large number of users’ check-in trajectories is challenging. Expanding the idea of DeepScan to other LBSNs would be an important future work for us. One possible way is to collaborate with some LBSN operators. We hope that our solution can motivate various application providers to provide large-scale and reliable LBSN datasets to investigate behavior patterns of massive urban users.
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