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Abstract

This document considers two different approaches dealing with secure loca-
tion claims. The first protocol is called ECHO [1] and handles with the secure
verification of a location via ultra-sound. The second procedure increases the
robustness of location determination protocols like RADAR [2]. Those are us-
ing standard IEEE 802.11 equipment. The document gives an introduction,
overview, analysis and potential directions of both protocols. It focuses mainly
on the security advantages or flaws.
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1 Motivation

In mobile computing, location becomes an important factor for commercial success and
security. The more confident a system can locate the position of a user or a mobile
device in physical, symbolic, absolute or relative context the more application areas
can be developed. Based upon the mobile device location appropriate services can be
offered or refused. Determination or verification of user locations in wireless networked
environments meets the requirements of many new applications. The keyword LBS1

stands for a huge palette of new mobile services in the commercial area. These services
can be found with many diverse characteristics in likewise different environments based
on varying technologies.

For example a German cellular phone company charges different fees for phone
calls based on the location of the mobile phone. Furthermore the mobile device can be

1location based services
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Figure 1: Cell-ID :: example

located through a web interface (see figure 1 for example) by using the same technology:
Cell-ID [3]; an other possibility to locate a mobile device is using WAP [4]. Although
simple delivery tracking (e.g. DELIS-track) or city informations (e.g. MobileGIS-LS
[5]) are existing LBS examples.

In order to secure locate mobile devices different protocols (e.g. [6]) were developed
or existing protocols were enhanced. This is necessary since some critical applications
are based on this security. This document is based on two related ACM papers [1, 7].
These are describing two different approaches which are used in the field of location-
aware computing: active location verification and passive location determination.

Besides the concerned techniques other technologies and related papers are playing
an important role in this field but cannot be discussed in detail: like infrared based
tracking [8, 9, 10], magnetic tracking [11], Global Positioning System (GPS) [12], phys-
ical proximity [13] or computer vision systems [14, 15].

2 Location verification

2.1 Introduction

For the mobile node, location verification is an active process. It is induced by the
client and verifies a stated position. Example of use: a company provides special
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Figure 2: ECHO :: design.

informations to their customers for free if they enter a football stadium. If the clients
are outside of the building, they have to pay for the service an extra fee. This chapter
is describing the ECHO protocol based on a paper [1] from the University of Berkeley.
The client / prover (p) has to prove its location (l) to the verifier node (v) within a
region of acceptance (ROA) - (see figure 2). In other words: The football fan (p) has
to prove his location (l) is inside the football stadium (ROA) to a special device (v)
somewhere inside this stadium.

The work on this protocol was primarily initiated in the context of nodes in sensor
networks. This caused little constraints to the used hardware. Small cheap nodes
with a minimum of computation power and a variety of environmental sensors elim-
inate methods like public-key encryption and authentication for example. Also no
prearranged setup should be required.

To meet all this requirements the problem had been simplified. With the use of
special hardware only an in-region verification has to be arranged instead of a more
complex verification of an exact point.

2.2 Design

The ECHO protocol is based on a more than 60 mill. years old system bats are using
for orientation. The concept is to utilize speed properties of both radio frequency (RF)
and sound (ultra-sound). The speed of sound waves is approx. 330 m/s and the speed
of light is approx. 300.000.00 m/s).

To start the procedure the prover (p) sends a request to the verifier (v) via radio
frequency. Afterwards the verifier sends an arbitrary value (N) back to the prover (p)
also via radio frequency and starts a timer. Immediately after receiving the value the
prover (p) sends it back to the verifier (v) via ultra-sound (see figure 3). Since the slow
speed of ultra-sound the verifier (v) then can calculates the distance to the prover (p)
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Figure 3: ECHO :: formal description

after receiving the arbitrary value by using the timer and the known speed of sound.
The longer it takes for the verifier to receive the sent value the bigger is the distance
to the prover (see figure 2). In other words: If the football fan is outside the stadium
the ultra-sound waves from his device to the verification node inside the stadium take
too long.

1. p radio
−−−−→

v : l

2. v radio
−−−−→

p : N

3. p sound
−−−−−→

v : N

v accepts if l ∈ R and elapsed time ≤ d(v, l)∗(c−1+s−1)

Due the use of special hardware and simplification of the problem this procedure is a
very simple and secure solution. Its security is based on physical laws which cannot be
falsified. But the following subsection will elaborate three problems which come along
with this design.
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Figure 4: ECHO :: processing delay

2.3 Protocol security

2.3.1 Processing delay

In ideal case the prover can response immediately after receiving the value. In practice
the prover needs a processing delay of at least ∆s seconds. As we can remember
the verifier node calculates the distance by checking the response time. The longer the
prover needs to send the value back the bigger is the distance the verifier is calculating.
A delayed answer is reducing the checkable region of acceptance (ROA) depending on
the client response time (see figure 4). In other words: Assuming the football fan
owns a device which needs a long time to receive and send the informations. Than,
depending on his device, he has to be located very close to the verifier node to be able
to prove that he is actually in the stadium.

Since physical laws it is not possible to answer faster than in ∆s = 0 seconds.
From this follows that it is not possible to fake a position closer to the verifier node by
manipulating the processing delay.

2.3.2 Packet transmission time

Depending on the length of the arbitrary value (N) it takes some time to broadcast
and receive all bits. This period is also reducing the checkable ROA. An attacker could
exploit the transmission delay to launch an attack, he could simply guess the first (or
last) few bits of the nonce and send them preemptively. Suppose the verifier stops its
timer upon receiving the first bits. The attacker could start sending a few randomly
guessed bits. Due to that, the verifier calculates a too small distance.

To avoid any possible attacks the verifier starts timing before sending first bit and
stops after receiving the last bit. This maximizes the transmission time and is reducing
the valid ROA again.
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Figure 5: ECHO :: non-circular regions

2.3.3 Non-circular regions

Since the we assume that our communication equipment is unidirectional and signals
travel at the same time the ROA must be a circle. But in general the area which has to
be covered is a square or a polygon but not a circle. It could happen that the circular
ROA overlaps a different shaped area and an attacker could be in the ROA without
being in the covered area.

The use of multiple verifier nodes with different ranges of coverage can avoid this
problem see (figure 5). It is not possible to get a squared ROA but 5 manually placed
nodes can maximize the coverage of a square to 93.3%.

2.4 Summary

In this section an in-region verification technique and possible problems were intro-
duced. The ECHO protocol is a provable secure and lightweight protocol. Its security
rests on physical properties of sound and RF signals and does not require any cryp-
tography, time synchronization or any prior agreements. Therefore it is suitable for
low-cost devices such as those in sensor networks.

For 80-90% of legitimate location claims it can guarantee in-region verification and
it is based on specific hardware.
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Figure 6: RADAR :: design

3 Location determination

3.1 Introduction

Verification determination is a passive process for the client; it is a server-side process
to locate the position of a mobile device. This chapter considers a system, very similar
to the RADAR protocol [2, 16], introduced by a paper [7] of the University of Houston.

RADAR is using the existing RF2 infrastructure to achieve localization. It uses
the signal strength to construct a radio map of a defined region3. With the use of
the constructed map and the received signal strength of a mobile node the system can
calculate the position. This solution is easy in deployment, scalable, cheap (no special
hardware) and low in maintenance.

The original RADAR protocol is using typical IEEE 802.11 compatible equipment
to locate devices without their permission. Other papers [17, 18, 19] are trying to
enhance the accuracy of WLAN location determination. But a malicious node for
example does not want to be located at the right position and could modify its hardware
or variate its transmission power. This is the focus of the concerned paper.

3.2 Design

The first system to use signal strength from standard WLAN cards to detect locations
was RADAR. Correlating sensor readings from different known positions are used to
build a radio map of a region. This is called the off-line phase. As shown in figure 6
different sensors are connected to a central server. They are called snoopers and are
responsible for observing the signal strengths. Instead of only receiving packets from
associated stations snoopers are receiving all traffic on any given channel if requested.

During the on-line phase sensor measurements are used by the central server to
calculate the position relative to the known positions. This is usually done by using a
Markov localization algorithm [20, 21, 22].

2radio frequency
3see ROA
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Figure 7: RADAR :: Lower transmission power cause linear decreases of all observed
signal strength

3.3 Security enhancements

Model errors, multi-path-problems4 or signal strength modifications can articulately
reduce the accuracy of location determination systems. Such errors can also be ex-
ploited by malicious users to hide their position. To avoid this problems the localization
algorithm was modified.

The histogram method was developed in prior work [17] of the same authors. It
is a Bayesian algorithm which uses directly the signal strength histogram obtained
from training to calculate each position. This method assumes that the trained signal
strength histogram accords to the observed signal strength in the on-line phase. If the
client is using a different WLAN implementation or jitter its transmission power this
assumption is not true.

Lower transmission power cause linear decreases of all observed signal strength
(see figure 7). This observation helps to design a filter to increase the robustness
of location determination. The difference method is using these differences observed
signal strength instead of the raw signals. It is a weighting heuristic loosely based on
Bayesian inference. The training data gets post-processed after the off-line phase to
be the signal strength difference between every pair of snoopers. The central server
computes the differences of all data between every pait of snoopers for localization
determination. The generated statistic from all packets during each inference window
is defined as the observation.

4reflection, scattering or diffraction caused by layout, construction material, electrical links, object
or people
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3.4 Summary

The introduced indoor server-side location system can handle unmodeled variations in
hardware and transmission power. After an off-line phase devices can be located in an
defined region with standard IEEE 802.11 WLAN equipment. Both systems could be
improved in their exactness. They fail to locate devices outside the trained area.

Unlike the histogram method fluctuating signal strength or modified hardware have
much less effect to the difference methods accuracy. The histogram method is very
sensitive to other aspects than the training model. In particular in the case of locating
a malicious device the method is insufficient robust.

4 Conclusion and outlook

Despite the different fields of appliance both systems are capable to gain user services
and specific informations based on his/her physical position. Both issues are able to
work within a specific (trained) local range. Different possible attacks and security
problems were mentioned and solved.

The ECHO system uses specialised hardware to solve an in-region localization. A
more precise region verification could be done by using the intersections. Right now the
different verification nodes do not communicate with each other. This would potentiate
a triangulation to narrow a more exact position of the client down. Also pre-shared
keys could be used to verify that a particular prover is inside a region.

The introduced indoor server-side location system can be used with standard IEEE
802.11 equipment. The localization methods could be enhanced for a better accuracy.
Even assumptions based on simple probabilistic model of human movement could be
used to improve the systems precision. Attacker with non-standard antennas (e.g.
parabolic) and malicious devices outside the trained area still can trick the system. The
possibility to track a users movement without his/her permission also raises interesting
privacy issues.

To complete the picture of related literature I want to point out some chosen papers
in the bibliography at the end of the paper, since those were not particularly mentioned
in the chapters above.

• Cellular-Based Systems: [23, 24] and see above.

• Ultrasonic-Based: [25, 26, 27, 28, 29]

• RF Propagation Models: [30]

• Ad-hoc RF-Based Systems: [31, 32, 33, 34]

• Infrastructure RF-Based Systems: [35, 36, 37, 38]
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