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Abstract— Most of the current Video-on-Demand (VoD) sys-
tems rely on content distribution networks or some local steam-

ing proxies. While these traditional systems offer a means

for media delivery and streaming, they also pose a significdan
performance challenge in terms of scalability and service elay
as the number of clients increases. To solve this issue, pder

We choose Joost as the target for the study of Peer-to-
peer VoD services due to the following reasons. Firstly, as
one of the earliest and best-known commercial peer-to-peer
VoD products, Joost has the potential to become popular fol-
lowing a successful story of Skype. It offers high-qualibda

peer (P2P) technologies have been applied to support the VoD comprehensive VoD services, for instance, the curreniomers

systems. Joost is one of such systems for distributing TV st

or other forms of video over the Internet. However, like Skyge in

its early stage, the mechanisms behind Joost are still unrealed.
The main purpose of this paper is therefore to study the

(Beta 1.0) supports an instant on-demand video without any
need for additional set top box. Furthermore, it is provided
as a freeware without releasing source code, although it is

underlying Joost architecture and its key components, and Known to be built on top of several open software such as
analyze its media streaming behaviors and peer management Mozilla/xulrunner [21]. These facts may provide us some

mechanisms through close investigations on Joost networkaffic.
With three envisioned typical scenarios we have further stdied
the Joost performance in terms of locality awareness, bandwdth
capacity and VoD functionalities. Based on extensive expienents,
we infer that Joost is a server-assisted peer-to-peer VoD stem.
It mainly relies on a set of delicate infrastructure nodes (eg.
content servers) for video distribution. To our best knowlalge,
this paper is the first comprehensive analytical and perfornance
study on commercial P2P VoD services.

Index Terms— Peer-to-peer (p2p), Video-on-demand (VoD), Per-
formance measurement

I. INTRODUCTION

means to understand some particular behaviors of Joostsilie
however, except for the limited knowledge of the used open
software, the underlying P2P architecture and detailedchmec
anisms/techniques used in Joost, like when Skype was new,
are still unrevealed. Getting deep insights into varioyseats

of Joost has been challenging because the Joost archéectur
and many technologies it uses are proprietary. In particira
order to understand its performance, we had to collect &larg
amount of data and analyze media streaming behaviors and
peer management behaviors.

In this paper, we first raise some questions about the
Joost system and seek to answer them through numerous

In the recent few years, IPTV has gained a tremendoggperiments:

popularity in the operators and users as well as a lot of
attention from the research community. For residentiatgyse
IPTV is often provided in conjunction with Video-on-Demand
(voD) and may be bundled with Internet services such as
VolIP. Traditionally, when a client user selects a program, a
point-to-point unicast connection is established betwbisn
(or her) decoder (akset top boxand delivering media server,
which lacks efficiency and scalability. Most of the current
VoD services mainly rely on content distribution networks
(CDNs) [20] or some local streaming proxies to increase
system scalability and to alleviate the delay experienced b «
end users. However, their system performance and depldymen
become a key challenge as the number of clients increases.
Especially, if a flash crowd [15] occurs, servers can be gasil
overloaded. The similar phenomenon occurs when a web site
catches the attention of a large number of people, and gets an
unexpected volume and possibly overloading surge of traffic
To address this issue, peer-to-peer technologies have been
employed to support VoD services. Joost [1], created by N.
Zennstrom and J. Friis, co-founders of Skype [29] and Kazaa
[23], is one of such systems for distributing TV shows or othe «
forms of video over Internet using P2P TV technologies.

What is the Joost architecturé®hat are the key com-
ponents in such an architecture? Which functions are
performed by these components? How these functions
can be achieved?

How are the characteristics of Joost network traffic?
Which kind of protocols does Joost use? What is the
fraction of outgoing and incoming data traffic? What is
the fraction of network traffic that a peer receives is
control traffic?

What are the characteristics of peer behaviofst?what
rates does a peer download from and upload to its part-
ners? How are the partnerships different for a University
LAN client and a DSL residential client?

How are the Peer-to-Peer technologies used in Joost?
How does the peer selection performed in Joost? During
the peer selection, has Joost considered locality? Whether
heterogeneity is considered? How about the fairness of
contribution? Has Joost considered peer adaption during
dynamic changes?

How does Joost provide the VoD servic&gRich kind of

the VoD functions provided? What is the media streaming



behavior? How does the peer management involve @ommunicate with other peers and Joost servers. Such a port
these services? (noted asJC_P) is usually some high port (e.g. 57929). Once
« How about the performance with different network corthe port number is determined during the first run, subsequen
ditions? How about the performance of high capacitynedia transactions will always use this port no matter the JC
nodes, if they can offer high network access speed@starts or reboots. Besides, the Joost client listensismpdt
If the Joost client suffers from low, unstable networkor incoming requests from other peers. To send media data
conditions, will the performance dramatically degrade?o other Joost clients, the JC also uses this port.
The rest of the paper is organized as follows. In Sec-In April 2007, port number 4166 was assigned by the
tion Il we give a brief overview of Joost software. Sectiofnternet Assigned Numbers Authority (IANA) [16] as the
Il describes the key Components of Joost System_ Sec“@ﬁlClal TCP and UDP port used for Joost. Since then, all media
IV discusses key Joost functions like installation, baagst data and some of the control messages (e.g. peer management)
ping, reconnection, channel switching and VoD functiciesi are sent through 4166 from Joost servers (seen Section V for
Based on above studies, we infer the Joost architecturedigtailed information). Looking into the specific port numbe
Section V. As the performance aspect plays an important rd@€ilitates our following experiments.
in P2P VoD user adoption, we envision three typ|ca| usageTO summarize the above anaIySiS, the different ports used
scenarios and use them to study more closely the behavitrg00st network traffic are depicted in Table 1.
and performance of locality awareness, bandwidth capacity

and peer management in Section VI. In Section VII we review TABLE I: Ports
related work. Finally, we conclude this paper and plan fitur
work in Section VIII Protocol | Joost Server| Joost Client | Super Node
’ HTTP 80 HTTP port
HTTPS 443 HTTPS port
II. JOOSTOVERVIEW TCP 4166 Jcp 4166
uDP 4166 JCP 4166

The current Joost Beta version (Beta 1.0) runs on Windows
XP, Windows Vista and MAC OS X. It supports 15,000 TV Here, super nodeis not a Joost Client, but a delicately

shows through 250 channels [1]. . deployed entity mainly for peer management and peer lookup
_After registration, each client can log into the Joost systepurposes in Joost, as described in Section V.

directly. A Joost client user can select from the channel lis

which speC|f|<_: program to watch. If the program is completelg Video Codecs

new to the client, it may take up to 20 seconds to really start _ . ) )

the program. Most likely, the time is required for requegtin Joost claims to use “an H.264 codec for video encodings

contents from other peers and preparing downloading. ©th&tka AVC, aka MPEG-4 Part 10, aka: ISO/IEC 14496-10)

wise, the program will start immediately after selectioncsi Ccalled CoreAVC, created by CoreCodec” [22]. However, in our

content can be directly fetched from the local video caclea se€XPeriments we did not observe H.264 as shown in Figure 1.
in Section lII. We conjecture that RTP dynamic (payload type: 96-127) is the
Moreover, the Joost client can browse the channel list aR8dec H.264 (payload type: 99) for Joost video encodingas th

add selected channels into “My Channel” list that is a faeori freely available analyzers we found were unable to disistgu
channel list for client’s convenience. It usually takes 7-§ Furthermore, it was observed that Joost used G.711,85.72

which allow frequencies between 8,000-90,000 Hz to pass
through. These codecs have been developed by ITU-T [17].

We conjecture that Joost followed the RTP specification [31]
According to our following experiments, during its operfor the implementations.

ation a Joost client performs one or more of the following

acuo_ns. I|sten on.partlcular ports for incoming trafficors C. Local Video Cache

media data into its local cache; maintain a table of other ] ) )
peers called a host cache; use Advanced Video Codec (AvC)A JC for Windows XP users stores the media data in
determine if it is behind a NAT or firewall; and functions!tS local cache as “anthitache” atSystem._Disk(e.g. C:)\\
required by additional features, such as instant messagiRgcuments and Settings\< XP user>\Application Data\Joost\

This section discusses the key components involved in thé&ghill\anthill cache. For Windows Vista users, local cache
actions. is stored in System_Disk:\\uers\<Vista User>\AppData\

Roaming\Joost\anthill. Joost claims that just like a “Skylib”
(Skype library) enabling voice and chat services on the P2P
A. Ports layer, Joost runs on a media streaming library the company
During the installation and bootstrapping, Joost cliem-cohas nicknamed “Anthill”. Here, Anthill [26] is an agent-leas
tacts some HTTP/HTTPS servers initially. It will be furthepeer-to-peer system to support the media distributionicesy
described in Section IV. A brief overview of Anthill is shown in Appendix.
Upon the first initialization, the Joost client (JC) randgml The cache size depends on which and how long programs
chooses a port number through which the JC can subsequehtlye been played. Each time a new program is chosen, the size

IIl. KEY COMPONENTS OFJOOST SOFTWARE



i ] : REREETER Etizs behind, similar to what was observed in [29]. The NAT and
{2-045.8 3. 744 firewall traversal related information is stored in #tare.xml
,282% 185,161,606 ’
0,707% 20.849. 981 file.
0,491% 14,481,126 : : : : ; ;
s T L2 ses ens More information related with STUN is stated in Appendix.
IMAP 0,218% 6.415. 720
. 729 0,202% 5.939.730 ..
5.726 0,1%8% 5.626.491 F. Additional Features
G.723.1 0,197% 5.816.021 - . . " .
TP T, 196% 5774, 642 Joost utilizes widgets to provide some additional function
G.728 bl 5.768.628 alities, among which the most notably one is a channel-based
H.263 0,195% 5,741, 342 . .
0261 LD c 735 162 chat room. _Based on this feature, _cllents are able to talk to
B3N 0,154 5.721.785 each other in real-time when watching the same channel.
ARP Remquest 0,140% 4,134,996 s . . .
4AP Request 5. 065% L oam 128 Furthermore, it is pOSSIp|e for clients to create a private
ICHP Dest... 0,045 1.447. 486 channel by dragging the video to the show bar.
TCE 0,042% 1.251.630 ; H i imi
— TG, L loa ez Since during our experiments there Was_only a limited
number of Joost users, it was hard to experience a compre-
Fig. 1: Example of protocols used in Joost system. hensive set of these additional features. Thus, the regti®f t
paper focuses on the primary features as described in m®vio
sections.
of the cache will automatically increase. In our experimént
was more thar2 GB. Therefore, we believe that user’s system IV. JOOSTFUNCTIONS

resources will be significantly occupied if the JC contint@s 5| the experiments were performed for Joost version Beta

watch different channels. . 1.0. Joost was installed on Windows XP and Windows Vista
If we assume that the local cache did completely store theschines. The Windows XP was Intel Pentium Dual-Core
played video, the JC should watch the old program directly73 GHz processor with 1.00 GB RAM. The Windows Vista

from the local cache. However, when we had disabled thes equipped with AMD Althon X64 processor with 1.00 GB
Internet connection, the program surprisingly stoppednéf’ papm.

the particular program has been watched 1 minute ago. We

guess that although some media data have been stored Jocally .

it still requires a kind of codec from the remote server or é' Installation

encryption key (e.g. AES key) authorized by the Joost serverOne Joost server was involved in installation phase: lux-

to access the video file. To prove these conjectures, we madekend-lo-1.joost.net (89.251.4.75). The client sentTa P

additional experiments. 1.1 GET request to this Joost server and downloaded a SQLite
We launched a new channel and at that moment, the lo&&8] file (zelos2.sglite) which is the initial channel listee

cache was empty. After the whole channel was watched, thependix for complete messages.

size of cache file grew up to 1.7 GB and the average downloadr'his channel list is stored inSystem_Disk:\\Program

speed wa$18 kbps. If we turned off the JC and restarted itfiles\Joost\defaults\profile\zelos2.sglite, currently fixed to

the download speed was dramatically dropped dowir tcbps  1.35 MB size and 33 channels). Clearly, SQLite is used for the

when the same channel was watched. Moreover, the sizeJepst channel database management, which is a self-cedtain

local cache increased only88% during the second watchingembeddable, zero configuration SQL database engine. Fig-
time. ure 20 shows a snapshot of the initial Joost channel list.

At that moment, the local cache, node identity and the
D. Host Cache Iistenin_g port number through which the_client will communi

' cate with other peers were not yet configured. We found that

Similar to what was observed in the Skype analysis [28%ere was no local cache file, no share.xml file in which node
and [30], host cache is a list of Joost super nodes IP addrgfsntity and port would be configured. In this paper, we use

and port pairs that JC builds and refreshes periodicallg Tthe term of peer and client interchangeably.
JC for Windows XP stores the host cache as an XML file

“shared.xml” in System_Disk:\ \Documents and Settings\ <XP

User>\Application Data\Joost\anthill. A Joost client for
Windows Vista stores it inSystem_Disk:\\users\<Vista Totally, three Joost servers and two Joost super nodes were

responsible for the bootstrapping procedure, by which the
listening port was configured and the channel list was ugdate

) (System_Disk:\\ Documents and Settings\<XP User>\ Ap-

E. NAT and Firewall plication Data\Joost\ Profiles\*.default\zelos2.sqlite, 1.76 MB,

We detected that a random port was configured at td& channels).

first login time and kept in use for the subsequent mediaFirstly, the JC communicated with lux-www-lo-2.joost.net
transmission. As video packets are sent over UDP (as shoserver (89.251.2.85) over HTTPS. We conjecture that it is
in Section V), we conjecture that Joost uses a modified STUNkind of tracker server. In case the newcomer contacts the
[19] protocol to determine the type of firewall and NAT it maytracker, it will receive some available super node addsesse

B. Bootstrapping

User>\AppData\ Roaming\Joost\anthill.



and possibly some content server addresses. Then, a HTO.PChannel Switching

GET request was sent to lux-www-lo4.joost.net (89.257R.8 b, \1ing our experiments, Joost classified the channels Bto 1
server for getting the latest software version. See the Agipe categories: Explore, My Channels, What's popular, Carsoon

for thg detailed message exchang_es. & Animation, Comedy, Documentary, Drama, Entertainment,
Besides, the lux-backend-lo-1.joost.net server (the same. Lifestyle, Music, News, and Sports & Games. All the

server involved in the installation) was also involved irobo sele,cted and \}iewed (,:hanne,ls are kept in the “My Channels”

strapping the client by sending packets over HTTPS. ghus, there are two possibilities to switch the channethdfe

Finally, JC started to contact some of Joost super nodes, ok o " ;
. ) . ) no selected channels in “My Channels”, the client needs
instance, lid-snode-1-eth0.joost.net (89.251.0.18}shode-2- firstly browse the channels and then choose one. Otherwise

ethO.joost.net (89.251.0.17) and lux-snode-1-bond6tjaeet the client can just pick one channel from the “My Channels”.

(?9.2'[51.4.dnb)’ po?sibly t(t)' Obt"?‘(;n the "tSt tOf (E);tr}er alvdéabThe second option is much faster than the former one because
clients and begin transacting video contents. Before |timeg, channel browsing takes a long time.

running JC has already started communicating with otherspee 1) Channel Browsing:Since the initial channel list was

bes!des Joost severs. downloaded from the lux-backend-lo-1.joost.net, we cenje
Figure 2 shows the throughput of above three Joost servers

: : S re that this server is also responsible for the channelman
during bootstrapping. At the very beginning, the trackevee . . )
. : ) agement, such as channel list downloading and updating.
(lux-www-lo-2.joost.net) helped bootstrapping the neverm. e
. . We traced the network utilization of the backend server
Clearly, after a short period the tracker server was notliracb . .
. o when the client browsed the channels. In Figure 3, the column
in the subsequent communication. Then, the backend server e T .
. : represents the network utilization (in bit/s) during thechel
(lux-backend-lo-1.joost.net) appeared and continuossiyt a . .
k . browsing. Between time0 — 60 seconds there was a large
large amount of data to the client, we guess, in order to @pdal , .
. ) : amount of the traffic and at exactly that time, we browsed
the channel list. At some point of the bootstrapping procedu .
. . the channels. If we selected a certain category and stopped
the version server (lux-www-lo4.joost.com) checked the ve : . .
sion of Joost software browsing, the utilization dramatically dropped and wastkep
' stable. Figure 4 depicts that compared with the channel

browsing the network utilization betwe&0 and 120 seconds

] [EEmTracker server was relatively low. This indicates that the channel list was
I Backend Server H
ol | | —ersion Server dynamically downloaded from the server.
& 7000 ]
=
£
= cooo
5
= 1100000
g ] 1000000 I’
£ 4000 . 900000
g 2 500000
£ 3000 )
3 700000
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100 2 400000
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Fig. 2: Joost server throughput during bootstrapping.
Fig. 3: Browsing Channels.

C. Reconnection

We restarted the JC and attempted to observe the peer
behaviors during client reconnection. The above-mentone o &
initialization process occurred again with two exceptiddae 900000

n
4 800000

is that the version server might not appear if the interval £,
was short and the other exception is the port number that 3 oo

© 500000

was negotiated when first connecting to the Joost network 3 o
was stored in the share.xml file and reused. If the version = 3

200000

server really appeared, checking software version used®?$TT 100000

instead of HTTP. — = = =
Furthermore, the JC attempted to communicate with peers Time (seconds)

from which it has downloaded content previously. This was

done by sending some small UDP probe (64 bytes) to other Fig. 4: Stop Browsing in Certain Category.

clients, which in turn would reply with another small UDP
probe (64 bytes). Afterwards, media data was continuously?) Switching ChannelsWe observed that at the moment
downloaded from some connected clients. of channel switching the JC contacted firstly with some super



nodes. These super nodes IP addresses and ports have been ob- a«hor  anchor  packward anchor Requesting
p p 10s ol e, l k—ﬁeek— data

tained from the tracker server (lux-www-lo-2.joost.natyidg : I ]

the initialization. For example, the JC contacted lid-s@d — T T
eth0.joost. net (89.251.0.17) and lux-snode-1-bondstjoet chnk anchor ‘ o tlsecond
(89.251.4.71) over UDP. From these super nodes, the JC may posiion

obtain some address lists including related content server

and possibly some other clients who were watching the same Fig. 5: On-demand Video Functions.

channel but ahead of this particular client. Once the JC re-
ceived such a list, it attempted to contact them by immeljiate
sending UDP requests. At the same time, other super nodeSecond, if the JC drags the control bar into any specific
continued to send the client available address lists. When position, it communicates with one of the super nodes, for
selected channel started playing, the JC periodicallyaxghd example, lid-snode-2-eth0.joost.net (89.251.0.17)bstiode-
messages with these super nodes over UDP. We believe thatltrethO. joost.net (89.251.0.16) in all our experiments.
super nodes are responsible for redirecting clients toerdnt To prove that those super nodes support VoD functionalities
servers or peers during channel switching. Moreover, theye traced the first super node during the periodic (every 20
periodically exchange messages with clients, possiblehfer seconds) actions of “fast forward” (10-minute period ofed)
purpose of peer management or acquiring keying materialsvifthin the same program. As shown in Figure 6, each time
eventually watch the video stream. the JC dragged the control bar, there was a large amount
In the current version of Joost, the function of local videof traffic sent from the super node. Otherwise, the traffic
buffer is not supported. That is, when the client pauses tfrem the super node was quite low compared to the “fast
video it stops downloading. There are some claims that Joésitward period”. By analyzing the traced data, we found that
should have a small amount of buffer in order to avoid thgDP was used to carry the traffic and the average received
stuttering and temporary freezes [22]. However, observipgcket size wa$37 bytes and the average size of sent packets
from the fact that most of users frequently switch channelgas 141 bytes (all belowl50 bytes). Therefore, we suppose
the current solution may save resources in case of shant-tethat these packets are only used for control, not for media
switching as it does not maintain local buffers. transmission. Furthermore, we conjecture that the updated
lists, which contains information about peers having ayea

E VoD Functionalities received the on-demand contents, are encoded in thesetpacke

Unlike file sharing or live media streaming, each JC is
more “selfish” in the sense that it only cares about contents s
after its current playing position, which is often diffeten 1
from other peers. The peer can only download from those 3
whose playback positions are ahead, or from who have already ;
watched the program. Instead, itself can help peers whioh jo
later. However, as each Joost client can change its playback
position at any time, which differs from many other P2P
streaming systems, it becomes difficult to optimize the aler
VoD system. For example, the “rarest-first” strategy [10] in ,
BitTorrent is not applicable here. 20 0 w0 % o0 0 s %

As a result, the VoD aspect attracted our particular interes Time (seconds)

After repeating several experiments, we come up with the
following conclusions.

First, in Joost system each media file was broken down
into fixed-time chunks and each chunk is encrypted. During
our experiments, if the fast forward interval was smallerth
5 seconds the JC may continuously play without waiting. V. JOOSTARCHITECTURE
However, if the interval is large it took — 10 seconds to
start playing. To illustrate our observation, we suppos# th Based on the above observations, we deduced the basic
each media file is divided into multiple 10-second play timarchitecture of the Joost system. As depicted in Figure 7,
chunks, but the exact size of the chunk is unknown. Abere are five different types of servers, Joost super nodes
shown in Figure 5, each chunk includes an anchor which isaad Joost clients. Obviously, there are other servers dakin
dedicated marker for encrypted media data similar to I-angharge of added value services, for example, instant chat
in MPEG [9]. When a seek is triggered in a client (i.e., cohtrgervice. Because the fundamental functions are our focus,
bar is moved to a backward position), the client will alwaytese additional servers have been removed from the figure.
search for the closest anchor in the local video cache if it isIn the following section, the server architecture, Joogesu
already downloaded. Otherwise, it firstly sets a new anchoodes and protocols used in the Joost network traffic will be
and requests new data from other peers. described in detail.

7}
&
@
X
O
©
o

BN WAV N

Fig. 6: VoD functionality



kg oottt Later, we realized that the channel management is actually
g not performed by a single server, but a server cluster. Eat i
Luxwwwlozjoostnet  LuxcbackencHlo-Ljoost net Server craphics server the lux-backend-lo-1.joost.net server answers for cdirigp
. Lux-backeld-lo-1. joost et channel requests and keeping load balance among cluster
Tracker server Backend Serve It oy | servers, whereas other cluster servers are only resperigitd
&6 ‘/Jf] Backend Server  HTTp certain task (e.g. channel graphs downloading). See Apypend
QQ' ) & % for the complete messages. For instance, there was a server,
Joost ¥ ' lux-backend-13-bond0.joost.net (4.251.4.153) from \vtilee
cunilo . oostnet, 22, S @%“’ Joost JC downloaded the channel graphs instead of from the main
[ % = %' control server.
| vorson sarver sipernode, || sipernode Joot clients Especially, when the control server is heavily overloaded,
I Initialization phase i Media distribution some of the channel list updating and channel graph download
ing actions will be taken over by other cluster servers. Arot
Fig. 7: Joost Architecture. task of the backend server is providing searching serviges f

channels or specific contents.
The last type of Joost server is the content server. Joost
A. Server Architecture did distributedly deploy a serious number of content server
over the network. During our experiments, we observed the
Five types of servers are participating in the Joost architefollowing server sites:

ture as seen in Figure 9, respectively, version serverkeérac | 4 71 105 0/24 (sna-ltsnodebondxz.joost.net)
server, backend server, channel graphics server and ¢onten , -1 174 0/24 (IPsoft) ' '

Server. . . . o 212.187.185.0/24 (Icy-Itsnode-bondxz.joost.net)
The lux-www-lo4.joost.net server is the version servet tha Here, « varies fromo to 10. The first and third IP address

is responsible for checking the current version of the saxféw ite is owned by Level 3 Communication INC [24] which has

. : . . i
\é\:roernrégiisc Is crashed, this server is also responsible éor %een selected by Joost to support on demand Internet T\é Sinc

Duri he initializati | lo2.i K July 24, 2007, Level 3 provides Joost with network solutions
uring the _'”'“a'za?“,o_”’ UX-WWW-10 .J_oost.net takes; cluding high speed Internet access and co-location cesvi
charge of sending the initial peer list that includes some

North America and Europe [24]. The second IP space grou
the super nodes and content servers. After that, the trac pe [24] P group

. . gfongs to IPsoft service provider in New York.
server will not appear in any of the other stages (e.g. cHanne

browsing, switching). Such a server is not responsible for

browsing program, nor for channel switching. Its only job i8- Super Node

to keep track of its membership and helps bootstrapping newbDifferent from other P2P networks (e.g. Skype) or over-

peers. In the later stage, this server does not appear séce fny multicast solutions [7], these nodes are only used for

communication can continue without the tracker. controlling and helping new peers find contributing peers.
The client sends HTTPS request to lux-backend-IGhey are not responsible for relaying/forwarding mediaadat

1.joost.net, the backend server, that performs channel lis other peers. It is quite efficient and reasonable since pee

management (e.g. updating, downloading) and load balgncimanagement is split from the media distribution, which not

Switching channel will cause significant traffic, which cam bonly eases the management but also improves the efficiency

observed in Section IV. Besides, it periodically (every onef transmission. Differently, if a super node in Skype leave

minute,81 kb traffic) communicates with the client. ungracefully, all the other peers relying on it will be unaio
The detailed message flow is shown in Figure 8. ably affected.
To summarize, Joost super nodes perform the following
o Backend Tracker Version wpernge  LNFEE basic functions in most cases.
rowey | T T « After bootstrapping JCs first contact super node, which
installation| |__ Ao GET directs clients to available peers. Peers are either JCs or
HTTP 200 OK Joost content servers.
o TCP 3wy | o For on-demand video functions, super nodes periodi-
HTTPS cally exchange some small UDP packets with clients.
First TCP S-way We believe that these UDP packets are used for peer
initialization HTTP GET management, such as keep-alive probing.
p— HITP 200 oK « Additionally, channel sw_itching requires the JC_to talk to
handshake the super node. At that time, super node most likely helps
- uoP it finding available peers to fetch the new media data.

C. Protocols
Fig. 8: Installation and First Initialization Message Flow. Figure 9 depicts the main protocols used in the Joost system.



channel during browsing, such a request will be sent to the

UDP Video distribution 1104 Bytes backend server over HTTPS
Content Probe (peer to peer) ~ 64 bytes !
Channel Switching (peer <-> super node) <1000 bytes

HTTPS Administrative management VI. MEASUREMENTMETHODOLOGY
Client -> Server 64 bytes ) . .
Server -> Client <=1518 bytes So far, we obtained the Joost architecture and described

HTTP coftware version -6 bytes some of its functions. However, some of the mechanisms
Server -> Client < 500bytes behind Joost are still unknown, such as, the locality anesen
Channel management . peer selection and bandwidth capacity. In this section, we
Client -> Server 64 bytes ) . ) _ A
Server -> Client <= 1518 bytes designed three typical scenarios to investigate them.

Fig. 9: Main protocols used in the Joost system. A. Experimental Conditions

We used three test machines: two Windows XP SP2 ma-

As shown in Figure 9, all video packets are encoded in UDfﬁlngr:QSyone Windows Vista machine. Our test location was

and the size is exactly 1104 bytes. It is observed that JC use he Windows Vista node is equipped with AMD Athlon

D ettt X2 64 procesor, 160G hard e, and 1,00 GB RAY One
P 9 y neg andows XP machine is equipped with Intel Pentium Duo-

other t_)y sending UDP probes (64 bytes). During the phan re 1.73 processor with 1.00 GB RAM. The other Windows
switching, peers contact the super nodes by exchanging UG % PR0eit 0o 0 S T 00 OB RAM. Each

packets, . achine has a 10/100 Mbps Ethernet Card and additionally,

There are occasionally some TCP packets sent between the X . :
the second Windows XP test node was integrated with Intel

super node and the JC. We suppose that these TCP packet§/\;|1rrgIeSS WiFi compliant wireless LAN (802.11a/g/n)

only used to probe whether the JC is still alive. Furthermore P ' gm).

we tracked the UDP and TCP utilization under three different . .

environments in Figure 10. The utilization of TCP/UDP witfB- Considered Scenarios

wireless and DSL connections are almost the same. HoweverThe following three scenarios were considered during our

for university LAN connected node, TCP utilization is muckexperiments.

higher (10%) than other two cases. The reason causes such @ the first scenario (100M LAN + 100M LAN), two

result is still unclear, however, we guess that Joost pes/ai Windows XP{V X) nodes were connected to 100 Mbps
mechan_ism to avoid TCP congestion in wireless or low speed full-duplex university LAN and located behind a network
connections. address translator (NAT) and accordingly configured with

non-routable, private IP addresB/X; started first to
choose one channel. Aft8rminutes,IW X, selected the
I s N L S same channel.

s . « In the second scenario (100M LAN + 54M WLAN), the

access servicedd’V; started 20 minutes earlier than

W X; to play the same channel.

o In Scenario 3 (DSL), on&’ X test node was connected

Ry R . to a residential Arcor (a German Telecommunication

’ Tine (inutes) company) cable-modem with 1 Mbps of downlink ca-
pacity and 1 Mbps uplink capacity.

In each of the scenario, we used different distinct Joost use
accounts on separate test machines. As stated in Scenario 1,
two Windows XP nodes are physically located next to each

HTTP is used for checking the software version and chanrether. Thus, it would be possible th8f X, receives a large
updating during bootstrapping and initialization stagds. amount of data from¥ X; since they are located in the same
appears when the JC browses the channel as well since dbeess network.
channel graphs and list are real-time downloaded from theln the second casei¥’V; can be assumed as the high
server. capacity node while compared with’ X;. If there is any

Differently, HTTPS is used for the administrative manageanechanism in Joost considering the peer’s capacity, it évoul
ment which includes checking software version, channél lise noticed through the second measurement. Besides, though
updating, obtaining tracker during reconnection and servithey are not located in the same local network, they were
management. For example, when the JC searches for a speg#icgraphically neighbors.

gy il e T Windows Vista node I{’V;) was connected to 1Gbps
E oo ((VS"ST')QSS) university LAN and one Windows XP nod&{X;) was
g7 | ~—TCP (DSL) connected to the Gomobile Wireless LAN (54Mbps).
2 t--- UDP (University LAN) P AP : T

] TP (Universiy LAN) Gomobile is a German radio network providing Internet
g

3

g

Fig. 10: UDP vs. TCP utilization.



In the last scenario, it would be interesting to see data came from Joost content servers. Among the 1op
cable-modem connected nodd’ (X5) with lower bandwidth most contributed peers, there we$e(9 out of 19) peers
capacity can still receive high quality video. belonging to Joost. From these content servidfs(; received
21.62% (432.5 MB out of 2.0 GB). Of all other 10 most
contributed peers, except for one from Japan and two from
United Kingdom, the rest of the peers came from other

For collecting data, we used Wireshark [6] and Omnipegkyropean countries3(from Germany). The European peers
[5] that allows multiple simultaneous capture sessions f@kcept for that from UK contributed only7.2 MB (2.85%),
different network adaptors. Since our measurements iB@Myhereas the peer from Japan alone seff% data (92.4
different network adaptors (e.g. Gigabit Ethernet, 802.34B). The rest of the data7(0%) came from other over 500
WLAN), Omnipeek was helpful to capture packets and analyggers, however, neither of them contributed significantly.
traffic under different circumstances. Moreover, it offtre With the wireless connection, the quality of on-demand
variety of selection of build-in filters to capture the paiskihat  video was good as seen iV, with seldom interruptions
satisfied certain criteria. For example, it was easy to cbllehecause the wireless signal in our test lab was constantly
data with specific IP address, protocol or port number, whigfirong. Similar to the university LAN connected nod& X,
has also been proved in the following measurements. received a considerable amount of the da&a33%, 0.85 GB

Tools like MaxMind [25] and WherelsIP [32] were usechut of 2.0 GB) from 9 Joost content servers. Among the other
to perform reverse country, city and ISP lookups for an IRost contributed peers (taf), 8 peers came from European
address when Omnipeek failed to return a DNS PTR recorgountries and they contributed 53.9% data0§¢ GB out of

1) Scenario 1 (100M LAN + 100M LAN)Within this 2.0 GB). AlthoughWV; were located geographically close to
measurement, we totally collected about4 GB of data, over WX, it contributed1.8% of data 860 MB).

a 3-day period {.0GB from one test node and4GB from The test result is shown in Figure 11. The tested node is
the second). By analyzing the data, we found the followingut in the middle of the figure and other connecting peers
facts. are put around. Joost content servers are listed on the right

Video Distribution side and other JCs are put on the left side. Cledrlgut of

In the beginning, neither of them relayed any traffic fot9 contributors were content servers. Among the rest of the
the other. More specifically, most of their data came eitheontributors, they came respectively from Denmark, Fidlan
from the other peers, especially from European Countrigs (6&ermany, Hungary, Netherland and Swedgmt of 10 from

C. Measurement Studies

Finland, France), or from Joost owned media servers. European countries).
After a certain while,IW X, started to receive data from

WX, but not much (3.3%, 10.5 MB). After 3-day experi- . Lei. tmg. xx. xx. xx.de
ments, we analyzed the collected data from both test nodes
However, although the two test nodes were watching the samg *»Cybercity.dk

xx.xx.dna.fi

lcy. Itsnode.xx-0.xx

llcy. Itsnode.xx.xx

channel and also geographically and topologically logatin ley. Itsnode xx.xx
near each othefy X5 only received 1.3% of the data from ****t 'F’cca‘;’;::rfte‘:: sna. Itsnode.xx.xx
XX.XX.
WX, (96.2 MB out of approximately 7.4 GB). This may . " lcy. Itsnode-4.xx.xx
be caused by two possible reasons: (1) locality has been o 4. x0xx.165
H H H H H H xx.xx. t-dialin.hu Icy. Itsnode-5.xx.xx
considered in the initial peer selection, and is adaptive to Wx
dynamic changes (e.g. new peer joining); (2) network Iogali 202215 lx 471303
. . . oo . XXX
and topological locality have not been taken into consiitena
. X . X xx.xx.adsl2.versatel.nl Icy. Itsnode-6.xx.xx
However, the first hypothesis does not hold sifn&eX; did 84.xx.xx.219

not send data to any other peer in the access network WhEre 11: Contributing peers during DSL user watching the German
WX, and WX, were located. Therefore, we conclude thaéhannel

Joost has not considered the network locality or topoldgica
locality during peer selection. There was no big difference of video quality between the
Channel Switching WX, and WV, during this experiment, and therefore it can
In the end of the experiment)/ X; switched to a new not be ascertained that peer's capacity has been considered
channel andW X, still continuously received data from itin Joost. In order to verify whether Joost is sensitive to low

about 0.03% of the data (2.22 MB). It provides the evidengpacity uplink and downlink, we conducted the experiments
that there is a local cache for storing the old programig Section VI.
Otherwise, it is impossible foi¥’ X, to receive data after 3) Scenario 3 (DSL):We captured five-hour period data
W X switched to a different program. through the residential DSL connection. Unfortunatelyg th
2) Scenario 2 (100M LAN + 54M WLAN)In the second quality of the video was not good (e.g. occasionally stalled
measurement, we collecteldd G data over a 24 hour periodand by that time the channel was randomly selected. Therefor
(2.0 G for each test node). Through analysis, we found tivee believe that Joost provides all users with the same gualit
following facts. of video without considering their heterogeneities. Aftian-
For WV, the quality of video playback was good. Aftertifying the peers providing media content to the test node, w
analyzing the network traffic, we found that the most of thesund that most peers were cable users.



“Most Popular” Channel
After 30 minutes, we switched to a program selected

I Europe

from the “most popular” list. At that moment, the quality I North America
of the video was much higher than the previous channel |mmehameica 227 8.2%

[ United Kingdom

although some of the connecting peers were still cable users | gmones
More specifically, the most contributed peers were not cable | Unkown
users, instead, they were high-capacity clients besidetenb
servers.

Local Channel

In the end, we switched to a German channel and the quality 3,62358%
was unbelievably good as there was no noticeable delay and 45%
almost no interruption. By then, the most contributed peers
(top 19, ranking according to the total bytes) are almost all
Joost content serverd1( out of 17, 64.7%) instead of JCs.

To our experience, two possibilities caused such a result: Fig. 12: Geographic Location.
(1) the selected channel was rarely watched. For exampie, ou
test node was one of the few peers requesting such a channel
during that time. Since there was few available JCs, the orthye transmitting peer by OmniPing [27]. We conducted this
way was to serve the client all by content servers; (2) durirexperiment in parallel with the ping experiment by using
the peer selection, low capacity peers (I1#X-) was pushed WherelslP [32] to determine the number of hops between our
out of the existing distribution session. Later, we found thloost client and the transmitted peers.
second assumption could not hold in this case since there wer
other JCs contributed to the test node, which were not DSL 1ag| E |I: Locality Experiments with RTT, Hops and Data
users. However, the majority of the data were still sentatliye

7.9%

7.1%

from content servers58.38%, 290 MB). Host Hops | RTT (ms) | Data (%)
Host 1 11 19.20 0.01
. Host 2 12 113.63 0.02
D. Measurement Analysis Host 3 14 110.13 0.07
Then, we detail the three mechanisms observed during the Host 4 13 97.397 0.48
b h : ts in the followi i Host 5 21 134.14 0.66
above three experiments in the following section. _ Host 6 16 12822 0.95
1) Locality Considerationsin order to find the correlation Host 7 19 128.97 6.36
between the geographical distance and amount of data, we Host 8 16 147.14 7.22
d the IP address of connected media server and other Host 9 22 18027 B.od
parse i . . Host 10 11 416.68 8.25
peers from which our test nodes received data. Finally, we Host 11 18 182.47 10.15
identified 1210 distinct peers providing contents to our test HﬁSt 12 1211 . ffél??s 185-‘07

. . ean . .
nodes. These peers were located in o¥ércountries. Of Niedian 175 13118 3655
all the data collected from the test nodd§% (547) came Standard Deviation| 3.848 93.873 5.458
from European countrieg41% (293) came from United States, Correlation to Data| 0.5228 | 0.2173

8.2% (99) came from Asian countries7.9% from South

America,3.6% from other countries. Besides, there wsIP Table 2 summarized the results of the experiments that
addresses were not traceable and therefore we marked theated peer connected with University LAN over 1 Hour 30
as “unknown”. minutes. We firstly selected9 peers who contributed most

Figure 12 shows that the major sources of peers are Eura@sda to our test node. Meanwhile, there w&rdoost content
and United States. Meanwhile, sources of JCs from Germassrvers T out of 19). Then, we traced the re$2 peers with
were 130 (19% of Europe). Since our host was locatedheir RTT and hop counts. As depicted in the Table, the hop
Germany, we conclude that the geographical distance (ecgunts varies ranging froml to 22, and the largest contributor
from specific continent) may have been considered in Joodsas large hop counts. All above hosts show a weak positive
For example, the prefix awareness may have been consideredelation between RTT and the amount of transferred data.
during the peer selection. However, from Scenario 1 wehus, we conclude that Joost selecting peers is unlikelgdas
ascertain that the network/topological locality has noerbe on topological locality. Otherwise, the result should show
considered yet. strong negative (ovei.7) correlation between them.

It is known that there are three main media server clustersThere is a software released [22], by which user can
over the world: one United States, two in Europe (one idetermine which Joost-owned content distribution serters
United Kingdom) [1]. In the best case, when a client sendse. How the neighboring peers can be selected is still ancle
a video request, the request will be directed to the nearBut one thing can be assured is that topological localityos n
servers. For example, a European client receives the metfia main metric for the peer selection algorithm in Joost.
mostly from the European servers. 2) Bandwidth Capacity:As indicated in Scenario 3, JCs

In order to further investigate the locality awareness iwith different bandwidth support may have different level
Joost, we measured the RTT from the receiving peers dervice experience. As Joost dominates the network control
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it is impossible for clients to control incoming and outggin
bandwidth except for the strategic clients. Strategiotfiean
manually manipulate their bandwidth with help of additibng
traffic shaping tools. In order to identify the capacity irfs
on the Joost system, we used “Traffic Shaper XP” [4] t
intentionally control the bandwidth under Windows XP.
Upload CapacityHere, we changed the uplink capacity ifé>
the download capacity is full 100 Mbps. We obtained th

Download Bandwidth ——
Upload Bandwidth —=——

1.5e+06

1.2e+06[

ughput (bps)

900000 [

600000 |~

following results. 300000 [ |
« When the total upload bandwidth was up to 64kb|t/S, th 2000 4000 6000 8000 15000 12000 :
channel list could be updated but slowly and the Vol Time (seconds)
functions (e.g. fast forward) were performed bad.
« The connection with the backend server could be estab- Fig. 14: Throughput Behavior of Wireless Client.

lished when the TCP limitation was beyo#@kbit/s. That
is, under this condition the request could be sent to the ) )

« When the UDP upload capacity increased up@kbit/s, Scenario 2. In Figure 13, the red line represents the downloa
the video showed and continuously played. It could Hepacity of WV; and the black line is the upload capacity.
noticed that the quality of the video is fine. There was a large amount of throughput at the beginning of the

« If the whole upload bandwidth was limited undebit/s, €xperiment due to the initialization procedure. For bottitg
there was no chance to watch program, even for updatiigdes, Joost used approximatel§0 kbps down and150
its program list. kbps up bandwidth. Regardless of the type of connectioms, th

« If we controlled UDP upload capacity undakbit/s, the throughput of JC remains consistently if the client is oalin

program list could be updated and the channel started forlf the JC watched the program one ho260 — 300 MB
a while but it stopped after 5s anyway. data was received and arouh@) MB was sent to other peers.

Above studies indicate that the uplink capacity has ”ttllélonceably, only a few nodes (around five) are selected to be

impact on the video performance since wittik bps (out of iii%r:{lcantly served, which consun% upload data of the
100 Mbps) upload support JC can playback program withou 3) Peer Selection:According to the results from three

|ntercept|c_>ns. ThaF is, Joost client is :_:lssumed to corteibs scenarios, we can deduce the peer selection mechanisms in
much as it can without any mechanisms to encourage mare

oo . o . oost as follows.
contr_|but|ons. Be_3|des, it is also not possible yet becaiise Firstly, the popularity has been considered during the peer
the fixed video bit rgte. . . selection. Most likely, the JC receives a peer list with more
Dow_nload Ca.pacn)Durmg the f(_)llc_)wmg tests, the upload available clients if a most popular channel is chosen.
bandwidth was independently unlimited. Secondly, reconsidering the Scenario 3 we conjecture that
« The quality of channel was fine without any interruptiojuring the peer selection, low capacity peers probably con-
when the download bandwidth was allowed up to 1 Mbpsaected mostly with low capacity peers except for most papula
« In case the download bandwidth was limited up t@rogram. It is quite similar to the swarm mechanisms used in
512kbit/s, the program occasionally stalled. BitTorrent [10], which allow low capacity can only receive
« When the download capacity was onilg8kbit/s, it was data from comparatively low capacity node since, otherwise
hard to continuously watch the program. high capacity node may waste resource for sending data to
« If the download capacity wag4kbit/s, the program was |ow capacity nodes instead of high capacity nodes. But for
no longer available. the most popular channels, there are enough peer resoarces s
that it would be no problem for low capacity node to receive
data from some high capacity nodes.
Thirdly, we further conclude that if the JC requests a seldom
Download Bandwidth —— channel or it is the only one in that channel, most of the data
Upload Bandwidth —— will be sent from the Joost content server since there is not

1.5e+06 [

g enough peers which can contribute to the client.
= 1.2e+06 | R
E Fourthly, based on Scenario 1 and 2 we can conclude that
G 00000 - the geographical locality may have been considered in Joost
o . .
£ 00000 Jol AN however, AS-level awareness or topological locality hage n
sooo00 | been realized in the current version.
R ST
2000 4000 6000 8000 10000 12000 VII RELATED WORK
Time (seconds) Peer-to-Peer IPTV architecture requires a minimal infras-

_ _ _ tructure support and can offer the possibility of rapid de-
Fig. 13: Throughput Behavior of LAN Client. ployment at low cost. In terms of simultaneous users, one
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of the most successful IPTV deployments has employed P2P VIIl. CONCLUSIONS ANDFUTURE WORK

streaming architecture. Het al[13] provided an overview of Joost is one of the first commercial Peer-to-Peer VoD

P2P streaming system (e.g. PPLive [3]) and characteriz€d P, . . . . i
IPTV behavior and traffic profiles at packet, connection ar stems which can provide high quality on-demand TV based

lication levels. A i lar IPTV . id P2P technologies. We have attempted to discover various
appiication 'levels. Among most poputar Services, e.aspects of the Joost functions and behaviors by analyzing

o_n—Demand (VOD), provujes video, audio and d"?“"’? SENVIEfe network traffic and by being acquainted with some of
triggered by users’ selection. However, most of emstmglwoth? open software used in Joost. Without a surprise, Joost
about P2P VoD systems was concentrated on the protogﬂd Skype have some P2P mechanisms and techniques in
common. Our major contributions include: (1)we inferred
YWA% Joost architecture and some key components based on
Joost architecture is quite different from, even more Cmplcareful s.tudies. Of.JOOSt qetwork .traffic; (2). we furthgr took

’ a close investigation on its media streaming behaviors and

than, met_jla strea}‘mm_g a:cmtect_ure described in [13]. b5Uo éaeer management behaviors; (3) with three envisionedaypic
each JC is more “selfish” since it only cares about the cont &t

o o L enarios we have further studied the performance of kycali
bghmd Its current pIayba_ck_posnmn. The VoD functioriait awareness, bandwidth capacity and peer selection. To atr be
give the users more flexibilities, and hence make the syst

difficult ¢ | Wowledge, this paper is the first comprehensive analysis on
more difficult to analyze. Peer-to-Peer VoD services.

Joost uses some similar P2P technologies as used in Sk (e)verall, our study demonstrates that with some dedicated

. o ¥ifastructure the current Internet infrastructure is alzlp
which critically depends on the a peer-to-peer network fim i o erformance requirements of high quality VoD
by super nodes. Any participating node initially is a standda P gp 9 gh 9 y |

: Based on extensive measurements, we infer that Joost is a
node, and some of them will be promoted to super nodes ac- , g

. . . ) Server-assisted peer-to-peer VoD system. Joost maindgreh
cording to a number of factors including spare bandwidth an

. . . plenty of dedicated infrastructure nodes (e.g. contentessy
public reachability. Basegt al. [29] analyzed various aspectsto distribute video. The P2P technologies are used to help

of the Skype protocol sugh as login, NAT and firewall traVlc"rsadistributing video and to extend the system’s scalability.
call establishment, media transfer, codecs and confargnci ) .
Although large-scale P2P VoD systems are feasible in

undgr three ne_twork setups. In gene_ral, the paper prowde_goaay,s Internet, the performance remains to be improved in
detailed analysis of Skype user experience and peer bebaw%e following branches:

Guhaet al.[30] analyzed node dynamics and churn in Skype’s i _ ) )
peer-to-peer overlay. Further, it identified that Skype was* Such a architecture heavily relying on a set of centralized
fundamentally different from earlier P2P systems like PP fi ~ Content servers may still raise a scalability issue in the
sharing networks. There are three main differences between near future. Currently, the scalability is not a major issue
Skype and Joost. First, Joost architecture requires mareah due to the limited number of users.
login server. Second, Joost super nodes are not responsibfe JOOSt has not efficiently used the peers’ resources, es-
for relaying traffic to standard nodes. Third, as observed Pecially when the high capacity peers are available. In
in [29] the voice packet size varied between 40 and 120 Otherwords, Joost could be slightly more aggressive with
bytes, however, the Joost video packet size was much larger UPlink resource of high capacity peers. For example, it
(1104 bytes). Joost analysis may help to understand how P2p takes a long time to browse the channel list since it is
technologies for such VoD services should be provisioned. dynamically downloaded from the server. If there is a
crowded browsing, the server is highly overloaded. These
Hall et al. [8] provided a measurement study of Joost in  high capacity peers could be used for providing such a
May, 2007. This paper explained an understanding of Joost's S€fviCe. . .
application behavior, network behavior, and peer behavior ¢ twas noticed that during our experiments there were over
However, there are several major differences between their five times of “This program is unavailable right now".
work and our work. First, their experiments were taken VWhen it happened with one program, it happened with
based on Joost version 0.9.2 which is already out-of-date. &l Programs. After waiting for a few minutes, even up to
Differently, our experimental studies were performed bgslo 30mins, the programs started. Therefore, we believe that
beta 1.0 which is more stable and integrated version. Second the current Joost P2P technology isn't always reliable.
through our analysis we inferred the Joost architecturekagd ~ * JOOSt currently provides each client with the same quality
components, however, [8] did not provide such information. ~Of video, which can be deduced from the results of
Third, we designed three typical scenarios in order to furth ab_qve scenarios. Thls.may result in an inefficient resource
investigate the performance of locality awareness, baditiwi ~ Utilization if some clients are unable to support the
capacity and peer selection. Nevertheless, [8] only exachin ~ desired video quality. Hence, layered video or adaptive
the locality awareness through three experiments. Lastty a mechanl_sms, together with certain incentive mechanisms,
more importantly, we analyzed the Joost VoD functionaite =~ May be introduced into Joost.
which are the main difference from other media streaming This paper provides a first trial on investigating the Joost
systems. Therefore, we can argue that our paper provides pleer behaviors and media distribution mechanisms. Current
first comprehensive analysis of Joost P2P VoD service.  Joost P2P code maybe neither AS-level aware nor end-to-

tions, peer selection and locality awareness. Furtherntibee
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end latency aware for the peer selection. However, the ex@] H. Schulzrinne and S. Casner, “RTP Profile for Audio anitleg
peer lookup and selection techniques that Joost used for pee Conferences with Minimal Control,” RFC 3551, IETF, 2003.
. . . . [32] Wherelslp, http://www.jufsoft.com/whereisip/.
management is still not clear. Our guess is that it uses a
combination of swarm techniques in BitTorrent and prefix
awareness. Therefore, we intend to investigate them in the APPENDIX
next stage, for example, the peer selection, local cacheand A. HTTP messages involved in Joost installation
demand video streaming. Moreover, we noticed the significan s section shows the message dump of HTTP 1.1 GET

differgnce of TCP utilization in different network conniects request that a JC sent to backend.joost.net (89.251.4atdb)
(Section V) and therefore, we decide to trace the TCP netwqyk, responses it received.

traffic of Joost clients especially in the wireless enviremn |, ace it was the first time after installation, the clienttse
a HTTP 1.1 GET request containing the URI of the resources.
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no. 2, pp. 109-129, 2007. @ server: Apachesz. 2. 5-dew<CRF<LF>
[13] X. Hei, C. Liang, Y. Liu, and K. Ross, “A measurement stuaf a large- @ Last-Modified: Mon, 01 Oct 2007 17:55:08 GHT<CRowLF:>
scale P2P IPTV system,” to appear in IEEE Transactions onidedia, @ ETag: " 22000086-40471-23191700"<CRo<LF>
Nov. 2007 @ fAccept-Ranges: bytes<CR»<LF>
[14] C. Huang, J. Li, and K. Ross, “Peer-assisted vod: Makiernet video @ Content-Length: 263281<CR>LFx
distribution cheap,” in Proc. IPTPS 2007, Feb. 2007. @ Cache-Control: nax-agessCracliz
[15] I. Norros and B.J. Prabhu and H. Reittu, “Flash crowd ifilesharing @ z""“e:f ) Hi“' D;RDC';FZDDT 18:08:23 BHT<CRA<LE>
system based on random encounters.” Proc. of ICST/ACM vhax®n @ Connection: SlosasiimLIs
Interdisciplinary systems approach in performance etialnand design @ Content Type: i
@ Binary Data: {1135 bytes)

of computer & communications sytems, 2006.
[16] Internet Assigned Numbers Authority (IANA), http:Avw.iana.org). . . _
[17] ITU  Telecommunication  Standardizaton  Sector  (ITY-T Fig. 16: Joost installation: HTTP OK
http://www.itu.int/ITU-T/.
[18] J. Rosenberg, “Interactive Connectivity Establisntn@CE): A Method-
ology for Network Address Translator (NAT) Traversal fof@fAnswer

Protocols,” Internet Draft (draft-ietf-mmusic-ice-11ETF, 2007. . ] P TIRTH
[19] J. Rosenberg and J. Weinberger and C. Huitema and R. MSAWN B. HTTP messages involved in Joost initialization

- Simple Traversal of User Datagram Protocol (UDP) Througividrk During the bootstrapping procedure, JC sent a HTTP 1.1

Address Translators (NATs),” RFC 3489, IETF, 2003. . . c .
(20] JM. Aimeida and D.L. Eager and M. Frris and M.K. VerndRyovi- GET request to instdata.joost.com which is actually theieer

sioning Content Distrition Networks for Streaming Mediay' Proc. of ~ Server (89.251.2.87). The current software version is.0.13
INFOCOM 2002. , (Beta 1.0). The fragmentation of the HTTP GET request is
[21] Joost Open Source, http://opensource.joost.net/. shown as follow.
[22] Joost Support Forum, http://www.joost.com/supgagiTechnology.html. :
[23] Kazaa, http://www.kazaa.com/.
[24] Level 3 Communications, http://www.level3.com/. HTTP Command: GET
[25] MaxMind, http://www.maxmind.com/app/locaip. URI: /?version=0.13.0
[26] O. Babaoglu and H. Meling and A. Montresor, “Anthill: Ardmework HTTP Version: HTTP/1.1
for the Development of Agent-Based Peer-to-Peer Systdm&toc. of Host: instdata.i
22nd IEEE International Conference on Distributed Commguystems ost: instdata joost.com
(ICDCS'02), 2002. User-Agent: Mozilla/5.0 Windows; U; Windows NT 5.1; ...)
[27] OmniPing Professional, http://www.manasoft.comfasoft/.
[28] R. Hipp, “SQLite,” http://www.sglite.org/.

[29] S. Baset and H. Schulzrinne, “An Analysis of the Skyperfe-Peer Fig. 17: Joost initialization: HTTP GET
Internet Telephony Protocol,” in Proc. of INFOCOM'06, Belana,
Spain, 2006.

[30] S. Guha, N. Daswani, and R. Jain, “An Experimental Statihe Skype Then,_a 200 OK response was sent from the version server
Peer-to-Peer VoIP System,” in Proc. of IPTPS 2006. to the client.
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HTTP Version: HTTP/1.1

HTTP Status: 200

HTTP Reason: OK

Server: Apache/2.2.5-dev
Cache-Control: max-age=600

number (ListeningPort), inbound and outbound bandwidth,
and NodelD are defined in the share.xml file.

E. STUN

Joost middlebox traversal is currently performed by STUN
protocol [19] that allows a client to discover whether it is
behind a NAT or firewall and the type of the NAT or firewall.

It is achieved with the help of a special server in the public
C. HTTP messages involved in Joost reconnection address space, called STUN server. For example, a JC sends

This section shows the message dump of HTTP 1.1 GE&n exploratory message to the STUN server and the server

responses it received. address and ports used by the NAT. By recording the public IP

The HTTP GET containing the URI of requesting Comaddress and port in the share.xml file, the JC can use them to

pressed Scalable Vector Graphics File (.svgz) is shownbel$end and receive packets without intervening the STUN serve
At that moment, the channel list management was redirectediowever, STUN only works for UDP and does not work

to lux-backend-13-bond0. joost.net (89.251.4.153). with the “symmetric NAT” which is the most common NAT
type in corporate networks. Therefore, Joost is currenthgs$-

tigating Interactive Connectivity Establishment (ICEB]that
allows the client to learn the topology it meets and différen

Fig. 18: Joost initialization: HTTP OK

Y MITP - Myper Text Transfer Protocol
@ HITP Command: GET [54-56]

@ VERI: SpIEey-a3I_hAwGAySuzDLA. svgz [57-85] ) ) )

gf: Version: EIPAL L oo types of firewalls that may exist between the client and the
gt st CR>LE> - . . . .

@ User-RAgent: ;liozlllafs.ﬂ {Windows; U; Windows NT 5.1; en-US; rv:l.9aSpre) network [2] By dOIng thlS, the client can eaS”y learn how

@ RAccept: text/htnl, application/xhtmltxnl  application/aml;q=0.3, */*;q=l

to communicate with others since existing firewalls could be
successfully traversed.
The snapshot of the Joost channel database in Figure 20.

en-us,en; q=0. S<CR»=LF> [Z231-323]
gzip,deflate<CRzcLF> [324-384]
I80-3889-1,utf-8;g=0.7,*;q=0. P<CR><LF> [256-402)
F00<CRA<LE> [403-415]
keep-alives (R LEmCRH LE= [dZ0-445]

@ Rocept-Language:
@ Accept-Encoding:
@ Accept-Charset:
@ Keep-Rlive:

@ Commection:

URN o)
uin:bv:banquet. thewe 104000g
ity aliance_atlan

Title: Description Logo
Banguet
480085 Allance Atartis Sci-

SpaceRip: Space, 5

Fig. 19: Joost reconnection: HTTP GET
urrtyithomas lucas 2460000
Then, there was a OK response received by the client for tacsuseautever dentpopuar
by zelos:hadgepe hodge-podge
the above GET requeSt urrebeministry_of_so 065007y
Joost system is built on the top of several open softwares unereuer:_uste ss3o0on
[21]. In this section, we briefly summarize some of the most “n=ma=tter W
related mechanisms for the better understanding of thersyst

by tvp. thevenice | 024000k
b vigcom_miv_i

Popular
Joost Links Joost Links are shar
Ministry of Sound T4 What's current in ch https://thumbs. ops. thevenic
Reuters Reuters brings you H https://thumbz. ops. thevenic
Banguet Banguet, The Cham https://thumbs.ops.thevenic
Fifth Gear Shortcuts Popular award-winni| https://thumbs.ops. thewenic
Joost Suggests
0560002 MTY
Bugepe Music Live concert footage| https://thumbz. ops. thevenic
0450055 Aliance Atlantis Sci- Check out the finest hitps://thumbs. ops.thevenic
0910077 Paramount Pictures
0910073 Paramaunt Pictures
0510078 Paramount Pictures

0ff the Fence Docs  Docs on demand - 5| https://thumbs.ops.thewenic

Wwelcome to Joost! F https://thumbs. ops. thevenic
MTY needs no introd https://thumbzs. ops. thevenic
by universal_bug 138005g
ety alliance_atlan

D. Anthill .
urre by wiacom_paran

Joost uses Antihill Model [26], a agent-based peer-to-peer untsiscon pern
system, to support the P2P media distribution services. An ‘" emee

uin: b otf thevenicep 020006n

Disfrutan de esta co| https://thumbz.ops.thevenic
Geniessen Sie eine »| https://thumbz. ops.thevenic

Retrouvez une colle| https://thumbs.ops.thewenic

Monda Mini Shows  Monda Mini Shows ¢ https://thumbs. ops.thevenic

Anthill system is composed of a network of interconnected unmando media 2030013
nestswhich are middleware layers capable of performing nieatern it
computations and hosting resources. Any machine connecteCuniusevenie

to the Internet and running Anthill can act as a nest. If a nest urtetheorisnthe 16300
receives a request from the local application, one or raate e
- autonomous agent - will be generated to satisfy the request untzwanemusicg 03200m3

Logically, a nest contains three modules: ant scheduler,
communication layer and resource managers. ddramuni-
cation layeris responsible for discovery of new nests, network
topology management and for ant movement between nests.
Each service installed by a nest is associated with a set of
resource managemodules. For instance, the Joost file-sharing
service based on a distributed index for file retrieval. A file
manager is used to maintain shared files; URL manager is
used to maintain the distributed index; and a routing s@rag
is used by ants to make routing decisions.

Anthill provides a configuration mechanism that the struc-
ture of the network, the ant algorithm, characteristicshef t
workload are all defined in its XML files (share.xml). More
specifically, we found that the the IP address, negotiatetl po

GONG GOMG iz the first ar https://thumbz. ops. thevenic
0440001 Aardman Animations Multi award-winning | https://thumbs. ops.thevenic
1660045 TYEMONDE PLUS  TVEBMONDE is well v hitpe 00, st/M chwewlLFGe

Onion News Netwaor The Dnion Mews Ne https://thumbs. ops. thevenic
0530003 The Soccer Channe Aelive the greatest ¢ hitps://thumbs.ops. thevenic
The Best of Today E https://thumbs.ops.thevenic
Stadium Rockers iz || https://thumbs. ops.thevenic

Best of Today

Stadium Rockers

Fig. 20: Initial Channel List.



