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ABSTRACT possible paradigm to reduce host stack software complexity

Since recent years, it has been recognized that using gIoB'althe mobile node.

mobility protocol for managing localized mobility causes a Motivated by above observations, localized mobility man-

number of problems, such as long registration delay. To ové&@€ment has come recently a hot topic in the IETF. Some
come these problems, host-based and network-based localREYious works on the localized mobility management, such
mobility approaches have been proposed. Moreover, netwofie Ff':lst-Handovers for Mobile IPv6 (FMIPv6) and ngrarchlcal
based mobility management is more desirable since it requifdgPile 1Pv6 (HMIPv6) rely on host-based solutions that

no host software stack changes. Proxy Mobile IPv6 (PMIPyE§AUire host involvement at the IP layer, which however may
provides a solution for network-based mobility managemefpt P& compatible some other global mobility protocols other
that can avoid tunneling overhead over the air and support f8n MIPv6. Therefore, a network-based localized mobility
hosts without an involvement in the mobility management. Protocol without requiring software support on the host is

We first review the localized mobility proposals and explor@referable for localized mobility management.
three major benefits that PMIPv6 can bring. In particular, we PMIPV6 [3] provides a solution for network-based mobility
evaluate two aspects of the handover performance througih@hagement that can avoid both tunneling overhead over the
mathematical model for Fast Handovers for MIPv6 (FMIPv6Rir and changes in hosts. Furthermore, the IETF expects that
Hierarchical MIPv6 (HMIPv6), Fast handovers for HMIPvescaling benefits can be realized by introducing PMIPv6 for
(F-HMIPV6) and PMIPv6. These analytical studies show thigcalized mobility management. Among these benefits, we
PMIPv6 may cause high handover latency if the local mobilityan mention the following three since they are also the most
anchor (LMA) is located far from the current mobility acces§nportant goals for the Network-based Localized Mobility
gateway (MAG). Management (NETLMM) [7].

In this paper, we therefore propose an enhancement fol, Handover performance optimizatioRMIPv6 can reduce
PMIPv6, so-called fast handovers for PMIPv6 (F-PMIPV6)  the amount of latency in IP handovers by limiting the mo-
to further reduce the handover latency. The analysis result bility management within the PMIPv6 domain. Therefore,
ascertains that F-PMIPV6 is a promising mobility scheme to it can largely avoid remote service which not only cause

efficiently manage the localized mobility. long service delay but consume more network resource.
3 _ _ « Reduction in handover-related signaling overhedthe
Index Terms—Internet Mobility, MIPv6, Hierarchical MIPv6 handover-related signaling overhead can be alleviated in

(HMIPv6), Fast Handovers for MIPv6 (FMIPv6), Proxy MIPv6

(PMIPV6) PMIPv6 since it can avoid tunneling overhead over the air

and as well as the remote Binding Updates either to the
Home Agent (HA) or to the Correspondent Node (CN).
I. INTRODUCTION o Location privacy. Keeping the mobile node’s Home

Mobile IPv6 (MIPv6) [5] is a host based global mobility Addres; (MN-HoA) [3] fixed over a PMIPv6 domain
management scheme for IPv6 networks. However, there are dramatically redgces th? chance that'the attacker can
three well-known problems involved in using global mobil- deduce the precise location of the mobile node.
ity protocol for every movement between access routers:; 1)In this paper we explore the above mentioned benefits of
remote update latency; 2) signaling overhead; 3) locatié®MIPv6 for localized mobility. Following the introduction, we
privacy [8]. These problems call for a protocol that is able tgive a brief overview of PMIPv6. Section 3 presents related
effectively manage regional movements. Furthermore, recewdrks including FMIPv6 and HMIPv6. Based on theoreti-
new IETF work on global mobility management protocols;al analysis and comparison with existing localized mobility
such as Host Identity Protocol (HIP) [10] and IKEv2 Mobilityproposals, we identify some benefits of introducing PMIPv6
and Multihoming (MOBIKE) [2], suggest that the futurefor the localized mobility. However, PMIPv6 may cause high
wireless IP nodes may be able to support diverse kinds lidindover latency if the local mobility anchor (LMA) is located
global mobility protocols. In addition, the success of Wireledar from the current mobility access gateway (MAG). In order
LAN (WLAN) switch approach [11] that performs localizedto further enhance the handover performance for PMIPV6,
management without any host stack involvement, providesraSection 5 we propose the fast handovers for PMIPv6 (F-



PMIPv6). Finally, we concludes this paper and outlines futur@obile node connecting to the network. Through a successful

work in Section 6. authentication by the policy server (e.g., AAA-server), the
MAG can retrieve the mobile node’s profile using its current

1. PMIPv6 OVERVIEW identifier. TheBinding Update (BU)is the second phase, in

In this section, we exploit the PMIPv6 scheme with respe¥hich the MAG will send a Proxy BU request to the LMA
to its protocol operations. in order to register the current point of attachment of the

Figure 1 gives a brief overview of the PMIPv6 architecturénobile node. Accordingly, a binding cache entry and a tunnel
In the PMIPv6 domain, a new entity — Mobile Access GatewdPute for the mobile node’s home prefix will be created. At
(MAG) — is introduced. It mainly has the following threethe LMA's side, it will create a binding cache entry, a tunnel
functional roles: (1) detecting the mobile node’s movement af@wards the active MAG, a route for the mobile node’s home
initiating the signaling with the mobile node’s Local Mobility Prefix as well. The third phase will bthe MAG emulating
Anchor (LMA) for updating the route to the mobile node'dhe mobile node’s home interface on the access interface
home address; (2) setting up the data path for enabling theerefore, the mobile node will always believe it is in the
mobile node to use its home address for communication frofme network but attaches to a new default router. Fourthly,
the access link; (3) emulation of the mobile node’s home linlke mobile node’s interface will be configuretther by stateful

on the access link. As the handover procedure is our malh Stateless address configuration methods. Lastlypéaket
focus for analysis, it will be presented in details. routing, the LMA will route all received packets over the

established tunnel to the MAG. The MAG will in turn route
these packets to the mobile node. Certainly, the MAG will
relay all the received packets over the tunnel to the LMA and
then they will be routed towards the destination.

Backbone

C. Handover Procedure

PMIPV6 LMA

domain 1
‘tunnel

MAG _
\ MAG

PMIPV6 LMA
domain 2

Since above mentioned benefits are all highly related with
handover procedure, we will present the PMIPv6 handover
operations in details as follows.

Maccammmen AAA-server
5 i > MN nMAG i LMA

RS (e.g. MN's ID)
AAA Query
(e.g. MN’s ID)
Fig. 1. PMIPv6 architecture AAA Reply
RA (e.g. MN's home (MN’s policy info)
network prefix)

Proxy BU
IP address 7
configuration (e.g. MN's ID, home network prefix )

A. New Function MI-HoA | {Updeantterybg?.tnhg cache J
In the PMIPv6 domain, a new functional entity — Mobile PronBp ACK

Access Gateway (MAG) — is introduced, which conceals the < Tupne >
roaming information to the mobile node by emulating mobile
node’s home link properties. It mainly has the following three
functional roles: (1) detecting the mobile node’s movement and
initiating the signaling with the mobile node’s Local MobilityFig. 2

Anchor (LMA) for updating the route to the mobile node’s
home address; (2) setting up the data path for enabling mobiIeFigure 2 gives a brief overview of PMIPv6 handover

node to use its home address for communication from tBﬁerations. Once a IPv6-enabled mobile node attaches to a

access link; (3) emulation of the mobile node’s home link RNew MAG ("MAG) and after access authentication, it will
the access link. ’

typically send a Router Solicitation (RS) message. Based on
Besides, the LMA is the entity that has the function picaty (RS) g

bilit fah ¢ as defined in MIPVE b e MN’s identity, the nMAG can obtain the mobile node’s
capabilities of @ home agent as defined in Vo base SpG(":%’nfiguration associated profile from the policy store, such
ification [5] and with the additional required capabilities for

: . . e as an AAA-server. Then, the nMAG will respond to the RS
supporting PMIPV6 as defined in the specification [3]. Fro%essage with a Router Advertisement (RA) which includes

the perspective of the LMA, the MAG is the special entity th he mobile node’s home network prefix, (MAG address and
sends MIPv6 signaling message on behalf of a mobile no Sher address configuration parameters'

using its own identity. Since the mobile node always detects the same home
network prefix on the access link, it can continue to use its
Home Address (MN-HoA). Such a operation exactly matches
The PMIPV6 protocol operation consists of five phases. Thige purpose of location privacy since it is now quite difficult
first phase isAccess Authenticatiomwhich ensures a valid for attackers to obtain the current location of the mobile node.

]
MAG: Mobile Access Gateway |

LMA: Local Mobility Anchor
MN: Mobile Node

PMIPv6 handover operations.

B. Protocol Operation



However, the current link local address will be differenallow the NAR to consider the mobile node to be reachable.
from the one received in the previous Router Advertisememtfterwards, all the waiting packets will be forwarded from the
which makes the mobile node believe that there is a néWAR to the mobile node.
default router on the home link. For updating the current Through tunnel establishment between the PAR and NAR
location to the LMA, the MAG sends a Proxy Binding Updateand fast advertisement, FMIPv6 can expedite packet forward-
(PBU) message to the LMA. Upon receiving the PBU requestg during the handover procedure.
the LMA sends a Proxy Binding Acknowledgment (PBA)
message to the MAG. Once receiving the PBA message, the
MAG will set up a tunnel to the LMA and add a default routd8. Hierarchical Mobile IPv6 (HMIPv6)
over the tunnel to the LMA. Therefore, the LMA can forward

; : he idea of mobility management in HMIPv6 is mainly
any packet sent by any corresponding node to the mobile node . - .
thrﬁl?gh the curre)rqt M),/AG P g relying on Mobility Anchor Point (MAP) to manage the

movement. Actually, the MAP performs the identical oper-
ations as the Home Agent in MIPv6. For example, the MAP
encapsulates packets addressed to registered mobile node and
As mentioned above, FMIPv6 and HMIPv6 are host-basgghnels them to the associated on-link Care of Address(LCoA).
localized mobility management. In this section, we brieflyieanwnhile, the functionality of LCOA is similar to the CoA's
overview these two protocols in order to facilitate the an@ the MIPv6 while Regional CoA (RCoA) represents the

Ill. RELATED WORK

lytical evaluations in Section 4. virtual home of address in the HMIPv6-aware domain. As long
as the MN moves within the same administrative domain, the
A. Fast Handover for MIPv6(FMIPv6) RCOoA is kept unchanged. In order to achieve this objective,

FMIPV6 has been proposed to reduce the service degv&g MAP using Proxy Neighbor Advertisement to synchronize

dation that a mobile node may suffer due to the change %e mapping petwgen RCoA and LCoA. o )

its point of attachment. In its specification [9], two differ- .The operations in HMIPv6 can be largely divided into four
ent mechanisms are described: predictive and reactive fadferent stages.

handover. The reactive mode relies on link layer triggers toe MAP Discovery

perform fast handovers, which make the solution unfeasible fore MAP selection

some link layer technologies. Nevertheless, the preactive mode Movement Detection

is a link layer independent solution and in principal would be « Binding Updates

feasible solution. For brevity, we focus on the predictive mode 1 giscover and configure different MAPs, HMIPV6 relies

which is the Iink_ layer indgpendent solqtion. ) on a MAP option in the Router Advertisements. This option
When a mobile node discovers the information about thee)ges the distance vector from the mobile node, the pref-
next point of attachment to which it will attach, the mobilg,ence for this particular MAP, the MAP's global address and
node sends a Router Solicitation for Proxy (RtSolPr) to thg,pnet prefix. When the MN receives more than one MAP
Previous Access Router (PAR) with an identifier of the neWyiqon it needs to select an appropriate MAP. For instance, a
point of attachment. Upon receiving the information, the PAEF]obiIe node will register with the MAP with relatively higher
constructs an new CoA (NCoA) based on the mobile n0dg%eferencevalue and highest value in the Distance field.
interface ID and the New Access Router’s associated SUbneWhen a mobile node performs a handover between two

prefix. Then, the PAR. sends a _Proxy Router Advertisemegécess routers within the same HMIPv6 domain, only the
(PrRtAdv) to the mobile node with proposed NCoA and th[?/IAP has to be informed. However, it does not imply any

NAR's IP address and link layer address. change to the periodic Binding Updates which the mobile node

To lret;juce the r?'ngmg Upddart]e ||3;e30341hFM|P\ﬁ spe((:jifies}TaS to send to the Home Agent, Correspondence Node and
tunnel between the and the . The mobile node w dditionally to the MAP.

send a Fast Binding Update(FBU) to its PAR in order to estab-
lish such a tunnel. Simultaneously, the PAR sends a Handover
Initiate (HI) message to the NAR, indicating the mobile node’'sy. A NALYTICAL STUDIES OFHANDOVER PEREORMANCE
Previous CoA (PCoA) and the proposed NCoA. On the receipt
of HI message, the NAR first determines whether the proposedn this section, we analyze the handover performance when
NCoA is a valid address for use. If the NCoA is acceptablapplying different local mobility solutions by a mathematical
the NAR adds it into the proxy neighbor cache entry for enodel. The analytical studies will be carried out in two sepa-
short time period and begins defending it. Consequently, ttefe aspects, namely, handover latency and handover signaling
NAR responds with a Handover Acknowledgement (HAck).overhead. Nevertheless, the third benefit has been identified
Once receiving the HAck the PAR is ready to forwardhrough the description of PMIPv6 operations.
packets to the NAR. After validating the FBU, the PAR The reason why we choose HMIPv6, FMIPv6, F-HMIPv6
responds with a Fast Binding Acknowledgement(FAck) arehd PMIPV6 is that all of them are complimentary to MIPv6
send it to NAR as well. When the mobile node attaches to terms of enhancing handover mechanism within a locality.
the NAR and its link layer connection is ready for networkt might be unfair to compare them with a global mobility
layer traffic, it sends a Fast Neighbor Advertisement (FNA) tolution like MIPv6 or HIP directly.



A. Considered Scenario « The processing latency of local trigger in a mobile node’s
protocol stack is ignored. Thus, the period used to receive

We firstly introduce a hierarchical topology used for an- . 2 :
a moment hint with link-layer support is zero.

alytical study. Figure 3 depicts the considered scenario. We
assume that a mobile node is initially located at the AR and
then moves from the AR to a new AR (nAR). The mobile nodé. Handover Latency Study

receives the data packets sent from the Corresponding NodeConsidering FMIPV6, in our proposed scenario described in
(CN). The analysis will study the cases of FMIPv6, HMIPvGigure 3, we assume sending the FBack from the PAR as the
and PMIPv6. When HMIPV6 is considered, the function oftart point for the analysis. The latency will be 1) the time
MAP will be performed at one of the routers within therequired to send the FBack to the mobile node through the
HMIPv6 network. If we consider FMIPV6, the previous ARwireless medium and to the NAR, plus 2) the time required to
will be noted as PAR and the new AR will be NAR. Similarly,send FNA, plus 3) the time required by the forwarded packet
when considering PMIPv6 the function of the MAG will befrom the PNAR to the NAR, plus 4) the time required by the
performed at access routers. Besides, the function of the LMANA to reach the NAR and plus 5) the delay caused by the
will be at the same place as MAP for fairness and simplicityvireless part to send the packet to the mobile node.

Thus, the handover latency performing a handover from the

CN don-ria MAG: Mobile Access Gateway | PAR to the NAR in FMIPv6 can be computed through the
LMA: Local Mobility Anchor fOHOWing formula:
MAP: Mobile Anchor Point
d AR: Access Router maz(dw, dmna) + dma + dw + du. 1)
HA: Home Agent whered,, denotes the delay introduced by the wireless part.
CN: Correspondent Node Since the PAR responds with a Fast Binding Acknowledge-
ment(FAck) to the mobile node and to NAR at the same
AR/PARIMAG g NMAG/NAR/NAR time, we choose the maximum value of their delay, namely,
- "= maxdy, dmq.
@ Considering HMIPv6, the latency will be 1) the time re-
MN quired to send the LBU to and receive the LBAck from the
MAP, plus 2) the time required by the forwarded packet from
Fig. 3. Considered Scenario the MAP to arrive at the current nAR and plus 3) the delay
caused by the wireless part to send the packet to the mobile
node.

Thus, the handover latency performing a handover from the

AR to the nAR in HMIPv6 can be computed through the
In order to compute the handover latency we have {gjiowing formula:

consider the latency introduced by both the wireless and the
wired part. The handover latency will be analyzed considering
the mobile node initiated handover case. We assume that the 2dy + 2drpa-—naAR + dimA-—naAR + duy- (2)
processing delay are negligible compared to access to th
channel and transmission delays. For the wireless part

suppose the same value for the uplink and downlink case. ) . ;
. . IPv6. The latency will be 1) the time required by the FBack
respect to the parameters, we have the following assumptio 15 the MAP to regch the N,)AR who will?‘orward{he backet
« d; only denotes the transmission delay between any g e VN, and to reach the PAR, plus 2) the time required
entities. For examplejcy—ar IS referred to as the time e forwarded packet from the MAP to the NAR, plus 3)
required by forwarding packets from the CN to the ARyne (ime required by the FNA to reach the NAR, and plus 4)
« Itis assumed that the AR and nAR locate at the samg, gelay caused by the wireless part to send the packet to the
access network. Ifd,,, is the latency of forwarding mobile node.
packets between two neighboring access rougfs,can s, the handover latency performing a handover from the

be regarded as a quite small value when it is compar@g 5 the nAR in F-HMIPv6 can be computed through the
With dia—nar OF don-—ar- following formula:

o« The following inequality is satisfied:d,,, <
drma—nar < dga—nar. Since the term LMA and
HA are interchangeable and depend on the context iz (drya-ar, diya—nar) + dyva—nar + du + du.
which the protocol is used. When the protocol specified (3)
in PMIPv6 is used for local mobility management Considering the case of PMIPv6, the latency is 1) the time
of a host, i.e. within the scope of an access networkquired to send the PBU from nMAG to LMA and receive
or administrative domain, the term LMA is used oPBA from LMA, plus 2) the time required by the forwarded
applicable. When the protocol is used for global mobilitpacket from LMA to nMAG, plus 3) the delay caused by the
management of a host, the entity is essentially a HA. wireless part to send the packet to the mobile node.

B. Assumptions and Parameters

f we further consider the Fast handovers for HMIPv6 (F-
IPv6) [6] which is actually a combination of HMIPv6 and



Thus, the handover latency performing a handover from tiperformance than HMIPv6 because it takes advantage of the
MAG to the nMAG in PMIPv6 can be computed through thémake-before-break” trait in FMIPv6. However, the latency
following formula: caused by it is still higher than that of FMIPV6.

dimA-nAR +dima—narR +dimAa—nar +dw.  (8)

. D. Handover Signaling Overhead
1) Handover Latency ResultsTo summarize the above 9 g

analysis, the handover latencies introduced by FMIPV6, Following the above proposed scenario and assumptions,
HMIPv6, F-HMIPv6 and PMIPV6 are represented in Table Yye will further compare the handover overhead caused by
FMIPv6, HMIPVv6, F-HMIPv6, and PMIPV6 respectively. For
simplicity, we compute the minimal required overhead for each
of the proposals.

1) Handover Overhead Analysi$n FMIPv6, the signaling
Emgf/g' - +I—!land<1/ir;2z3ncyd ) overhead will be calculated as: 1) FBU message to the PAR,
HMIPV6 e b 3 man plus 2) FBack message sent to the mobile node and the NAR,
F-HMIPV6 | 2dw +drama—nar +maz(doma-ar,doma-nar) | plus 3) HI and HAck messages between PAR and NAR and
PMIPv6 dw +3dLMA-nAR plus 4) message FNA sent to NAR.

2) Comparison: Based on the Table 1, we can explicitly For HMIPv6, the signaling overhead will be: 1) the MAP

. . option carried in the Router Advertisement message in order
compare the handover latency against each other. First, we 9

) . tQ Indicate the mobile node that it roams within the same MAP
compare the handover latency introduced by HMIPv6 with thg%main, plus 2) LBU message sent to the MAP and plus 3)

of the PMIP\./6' Then, the I_atency caused by FMIP\./G will bEBack message received by the MAP. Note that the MAP
compared with the latency introduced by PMIPV6. Finally, thg tion is extra overhead required by HMIPv6. Therefore, the

latency caused by PMIPv6-aware handover will be compare . i
with that of F-HMIPV6. Signaling overhead caused by HMIPv6-aware handover can be

: o . _computed through the following formula:
Sinced,, > 0, it is very easy to get the following result: he sianali head will be: 1) th
Diarrpes > Dpasipes. It is reasonable because PMIPV6 can For F-HMIPvV6, the signaling overhead will be: 1) the Router

avoid the tunneling overhead over the air as well as hos dvertisement message with MAP option in order to indicate
involvement in mobility management the mobile node that it roams within the same MAP domain,
When we compare the equatidie s pes and Dpari pu, plus 2) LBU message sent to the MAP and plus 3) LBack

the difference between them ds, + dpa + maz(duy, dpma) — e received by the MAP.
3drama-—nar. Note that the LMA/MAP is usually an aggre- In contrast, the signaling overhead of PMIPv6 will be: 1)
gated router located far from the current AR (i.e. the nAR) bitBU message sent to the LMA and plus 2) PBack message
the AR is very near from nAR. Without loss of generality, wéeceived by the LMA.
can assumé,,,, < drya—nar andd,,, < d,,. Therefore, the 2) Comparison: The signaling overhead caused by above
difference between the handover latency caused by FMIPp®tocols can be concluded in Table 2.
and that of PMIPV6 i2d,, + dye — 3drvA—nAR-

If we compare the latency caused by F-HMIPv6 during the TABLE I
handover with that of PMIPv6, the difference between them is HANDOVER SIGNALING OVERHEAD
as follows:d,, +max(dpyra—ar, doyvra—nar) —2dpaa— AR
Since the AR located quite near from the nAR, it can be

TABLE |
HANDOVER LATENCY

Protocol Handover Overhead

assumed thatnax(dryra—ar, divia—nar) = dLvA—nAR- FMIPVG 132
Obviously, we can further conclude that the difference is HMIPV6 72
d. —d F-HMIPv6 86
w  PLMA-AR- PMIPV6 72

3) Impacts of parametersAs the latency caused by wire-
less part and wired part are uncertain, we need to further
consider them in details. Without loss of generality, we can After the handover overhead study, we can conclude that
further assume that the wireless latency is similar to wired pamgtwork-based localized mobility management protocol causes
regardless of unwanted noise and signals in wireless systemsch less signaling overhead than FMIPv6 and F-HMIPv6.

Based on above assumption, we can further compavioreover, HMIPv6 can achieve the least handover overhead
Drpprrpos With Dparrpows. Due tode < dpavra—nar, the as PMIPV6 because they all deploy a local home agent within
difference between they,, + d,.. —3drma—nar < 0, thus the access network to provide mobility to the mobile nodes.
indicating that the latency caused by FMIPv6 is less than thdowever, HMIPV6 is a host-based mobility solution so that the
of PMIPv6. mobile node inevitably involves in the mobility management.

Likewise, the latency caused by F-HMIPV6 is very similar tdhat causes extra handover latency and overhead over the
that of PMIPv6. We can conclude that PMIPv6 performs bettair (e.g. wireless part). Besides, it requires the end host
than HMIPv6 but FMIPv6 causes the least latency among @ivolvement at the IP layer similar to that required by MIPv6
of them. Besides, F-HMIPv6 seems to achieve quite bettier global mobility management.



V. HANDOVER PERFORMANCE ENHANCEMENT FOR will be forwarded directly through the tunnel from the
PMIPV6 LMA to the nMAG.

L « Accordingly, the nMAG will tear down the established
The above handover latency analysis indicates that com-  nnel with PMAG.
bining with FMIPv6 may bring some benefits for alleviating

PMIPv6 handover latency. In the this section, we will proposed Meanwhile, the Proxy-Hi is an ICMPv6 message sent by

a enhancement scheme for PMIPv6, so-called fast h:;mdovéarn Access Router (e.g. n(MAG) to another Access Router (e.g.

for PMIPV6 (F-PMIPV6) which mainly focuses on improvingpﬁlAG) to indicate the mobile node’s movement. Different

from the HI message in FMIPv6, P-HI may only require the
galgsgdover performance (e.g. handover latency) of basr'rﬁ:obile node’s home network prefix and MN-ID in the options

After booting in the PMIPv6 domain and obtaining theﬁeld'. Likewis’;e, the Proxy HAck (.P'HACK) may inplude the
bile node’s home network prefix in the option field.

address configuration, the mobile node moves between accé@% doing this. dat ket be i diatelv f ded
links. If it attaches to a new access link (nMAG), it will present, y doing this, data packets can be immediately forwarde

its identify, MN-ID, to the network for access authentication.from the NMAG to the mobile node instead of long-time

Once it is authorized to access the network, the nMAG Cawaiting for the PBAck from t_he LMA. Besides, i_t can also

obtain the mobile node’s profile (e.g. home network prefix). reduce the packet loss ratio in case the LMA still sends the
In the basic PMIPv6, the nMAG sends a PBU messag‘éa(:kets to the pMAG.

to the LMA. Until receiving the PBack with indicating the

acceptance of the Binding Update, the nMAG can setup B. F-PMIPv6 Handover Latency Analysis

tunnel to the LMA and waits for the data forwarded from the According the proposed Scenario in Figure 3' the |atency

LMA. We argue that the LMA may locate far from the currentcaysed by F-PMIPV6 is: 1) the time required to send the P-HI

NMAG and such a mechanism wastes too much time. from the NMAG to the pMAG and receive P-HAck from the
PMAG, plus 2) the time required by the forwarded packet from
A. F-PMIPv6 Handover Procedure PMAG to nMAG, plus 3) the delay caused by the wireless part

Motivated by FMIPv6, we propose the F-PMIPv6 protocolto send the packet to th‘_:" mobile node. ) .
to reduce the handover latency and the packet loss ratio. The! "€ handover latency is calculated from the time of sending

whole handover procedure is depicted in Figure 4. P-HI to the pMAG to the time that the m_oblle node receives
the data. the handover latency performing a handover from
N the PAR to the NAR in FMIPv6 can be computed through the
@ following formula: Therefore, the handover latency caused by
| pmac | [ nmac | LMA F-PMIPV6 can be computed through the following formula:
connected Router Advertisement
(home network prefix)
Proxy HI Proxy BU DF—PMIPvG = 3dm + dw~ (5)
(e.g. MN-ID) €.0. MN's NAT)
Proxy HAck Then, the Table 1 can be updated as follows.
- - [ TABLE Il
«—PrOXyBUACK HANDOVER LATENCY
" Tunnel
Protocol Handover Latency
FMIPV6 2dy + dma + maz(dw, dma)
Fig. 4. Handover message flows of F-PMIPV6. HMIPv6 3dw +3dLMA-nAR
F-HMIPV6 | 2dw + drama—nar + maz(dpyma— AR, dLMA—nAR)
o PMIPv6 dw +3dLMA-—nAR
o After the nMAG sends AR message advertising thg F-PMIPv6 dw + 3dma

mobile node’s home network prefix and other parameters,

it will send a Proxy-HI (P-HI) message to the previous Based on the above assumption thiat, < draa—nar.
MAG (pMAG). At the same time, the nMAG sends PBUit is easy to get the following inequalityDr_prrpos <
to the LMA in order to update the location of the mobileDpyrpys-

node. Besides, we can further deduce that the following inequality
« Upon receiving the P-HI message, the pMAG responsessatisfied:Dr_parrpvs < Drprpos SiINC€ dimg < dy,. SO
with the Proxy HAck (P-HAck) message. far, we can ascertain that F-PMIPv6 performs quite better than

« Data can be forwarded directly through the tunnel béhe PMIPV6, or even better than the FMIPv6. Nevertheless, F-
tween the pMAG and nMAG. After receiving the data, th€MIPv6 may require some extra signaling exchanges between
NMAG will immediately forward the data to the mobilethe MAG and nMAG. As they are regional signaling, they
node. will not cause any message overhead over the air, nor cause

« Once the LMA updates the location information of thénter-domain overhead.
mobile node at its local binding cache entry, it sends aln summary, the proposed F-PMIPv6 is a network-based
PBU Ack back to the nMAG. The following data packetdocalized mobility management protocol, independent from



any link layer protocol. Therefore, it can avoid tunneling[7] J. Kempf, “Goals for Network-based Localized Mobility Management

overhead over the air and provides mobility to hosts that (NETLMM)" RFC 4831, Network Working Group, 2007. ,
] J. Kempf, K. Leung, P. Roberts, K. Nishida, G. Giaretta, and M. Liebsch,

are not requwed to involve in any mOb'I'ty management. “Problem Statement for Network-based Localized Mobility Manage-

Moreover, it can alleviate the handover latency and reduce the ment,” RFC 4830, IETF, 2007.
packet loss ratio by simply notifying the previous MAG aboutl® R. Koodli, “Fast Handover for Mobile IPv6,” RFC 4068, Network
the mobile node’s movements. Besides, F-PMIPV6 is able Working Group, 2005.

: ! [59] R. Moskowitz and P. Nikander, “Host Identity Protocol (HIP),” RFC

support real-time applications which are sensitive to handover 4423, IETF, May 2006.
Iatency and packet loss. [11] VIVATO Research development, “Wireless LAN (WLAN) Switching,”
White paper, 2003.

VI. CONCLUSIONS ANDFUTURE WORK

Firstly, we give an overview of PMIPv6 in terms of its
basic operations and review two recent localized mobility
proposals. Then, we focus on evaluating three most important
benefits of introducing PMIPv6 for the localized mobility
management by the appropriate mathematical models. After
the analytical studies and comparisons on the handover latency
and overhead, we can conclude that network-based localized
mobility management, PMIPv6 although can achieve fairly
good performance but causes high handover latency. There-
fore, we propose a enhancement to PMIPv6, so-called F-
PMIPv6 to further improve the handover performance. After
the analysis based on the same model, F-PMIPv6 has been
identified to dramatically reduce the handover latency.

There are still some spaces for future work. For example,
link layer intelligent detection techniques, such as 802.21 [4],
and hierarchical architecture have been developed in the com-
munity and being considered useful, how to incorporate these
techniques into PMIPv6 for further performance improvement
is a meaningful work in the future. In addition, PMIPv6 has no
specific concerns on global mobility management, but only re-
lies on MIPv6, which lacks sufficient scalability and efficiency
of delivery. Hence, inter-domain handover mechanisms will be
further investigated for PMIPV6.

Besides, we are currently simulating the PMIPv6 using net-
work simulator OMNeT++ [1] and evaluating its performance.
We plan to compare PMIPv6 with other localized mobility
proposals such as FMIPv6, HMIPv6, F-HMIPv6 in terms of
handover performance. More PMIPv6-aware scenarios will be
investigated where localized mobility management is desir-
able.
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