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ABSTRACT

Since recent years, it has been recognized that the exigiirg
ing architecture of today’s Internet is facing scalabilipblems.
Single numbering space, multi-homing, and traffic engiimeglare
making routing tables of the default free zone to grow vepjidiy.
Recently, in order to solve this issue, it has been propasesiitew
the Internet addressing architecture by separating thesystéms
identifiers’ space and the routing locators’ space.

In this paper we review the most recent Locator/ID sepamatio
proposal and explore the benefits that such an architectase m
bring. In particular, we evaluate the improvements that lban
achieved in terms of routing tables’ size reduction anditr&n-
gineering.

Categories and Subject Descriptors

C.2.1 Network Architecture and Design]: Network communi-
cations; C.2.6Ipternetworking ]: Routers; C.4 Performance of
System$: Design studies

General Terms

Management, Measurement, Performance, Design, Expemen
tion, Standardization.

Keywords

Locator ID separation, Traffic Engineering, Routing, Aduhiag.

1. INTRODUCTION

Last years have witnessed an increasing concern about the cu
rent IP routing and addressing architecture, perceiviagttie use
of a single numbering space, namely tReaddressing spacg6,
24, 14)), for both host transport session identification aetivork
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routing creates scaling issues. Multi-homing, Traffic Eregring
(TE), and suboptimal address allocation are making the &aliwg
Information Base (FIB) of the Default Free Zone (DFZ) grogvat
a greater than linear rate [14]. BGP’s Tables have alreaalghex
200,000 entries. Furthermore, the peculiarity of BGP, eisiag
only one route for each prefix, introduces strong limitagionper-
forming inter-domain TE.

Recent discussions in the IETF and IRTF [17] suggest th&t sca
ing benefits could be realized by separating the current tiPead
space into separate spaces for end-systems identifieratidgr
locators. Among these benefits, we can mention the following

e Reduction of routing table size in the DRZifferently from
today’s current practice, where addresses are more and more
assigned in a provider independent way, the use of a sepa-
rate numbering space for routing locators will allow to gasi
them in a topologically driven manner. In turn this would
allow a high level of aggregation, reducing the number of
globally announced prefixes.

e Improved Traffic Engineering capabilitie3oday, TE is of-
ten achieved by de-aggregating IP prefixes. By separating ID
and locators it is possible to perform both inbound and out-
bound flexible TE, setting tunnels between locators based on
several different metrics or policies. Furthermore, tcafié-
tween end-systems and routing locators can be redistdbute
by taking advantage of the identifier-to-routing-locatapsn
ping function.

Despite some divergences, the community seems to agree that
this Locator/ID separation is a basic component of the &utnter-
net architecture ([19, 18, 20, 28, 3]). Recently, a prota=dled
LISP (which stands for Locator/ID Separation Protocol J1tgs
been proposed to support the incremental deployment ofémia-
ration.

In this paper we explore the above mentioned benefits. We first
describe how this separation between locators and idestiféa be
achieved using LISP. Then, based on both real measuremmhts a
simulations, we evaluate the benefits that such an approagh m
enable. Starting from a realistic Internet topology, we agplore
what would be the impact on the routing tables when using only
aggregatable addresses for locators. Furthermore, waatgahe
path’s diversity inherently present in the Internet, iteg number
of alternative Internet’s routes to reach the same degimaio-
main. Currently, these routes are not exploited, due to {B€'B
characteristic of advertising only one (best) route. Gitlés path
diversity, we show how it is possible to take advantage df itet
duce end-to-end latency.

Remark that, the separation between locators and ID ease the
migration of stub networks from one provider to anotherheiitt



Figure 1: Position of EIDs and RLOCs in the global Internet.

the need of renumbering. If a dynamic binding is used betwadn
networks and locators, locator/identifier separation camsed to
manage network mobility, like in NEMO [9].

The paper is organized as follows. In section 2 we give a brief
overview of the LISP protocol and how the separation betwBen
and Locators can be achieved. In section 3 we evaluate the-red
tion of the FIBs’ size that can be obtained in the DFZ. In sect
we quantify the unexploited path diversity present in toslayter-
net, while in section 5 we show an example of how to take advan-
tage of this characteristic.

2. LOCATOR/ID SEPARATION WITH LISP

The Locator/ID Separation Protocol (LISP) [10] is a simg#e |
over-IP tunneling protocol aiming at giving a network lagapport
to routing locators and end-host identifiers separationeydon-
tribution of LISP is that it can be incrementally deployedthér
works present in the literature have the same or a similgetar
(e.g. [13, 26, 15, 21]), however, they mainly have a diskgpiin-
pact on the current architecture and/or need heavy changés i
protocol stack of end-systems.

On the contrary, a main objective of LISP is to provide Loca-
tor/ID separation without the need of modifying in any wag th
current protocol stack of today’s end-systems. This is dnihe
major requirements that have been pointed out in recentighisc
sions in the research community. End-systems will stilldsand
receive packets using IP addresses, which in the LISP tetagp
are called Endpoint Identifiers (EIDs). LISP is defined inrfdif-
ferent variants, depending on thautability of EIDs. In the first
two variants of LISP (called LISP 1 and 1.5), EIDs will stik bP
routable addresses, in order to facilitate incrementalogement.
Nevertheless, in the future (i.e., variants 2 and 3 of LIS®Ds
will be only locally routable IP addresses (i.e., that aretable
only in the local AS, similar to IPv6 Site Local Addressesh |
order for EIDs to send/receive packets from outside thel lA&
they are associated to one or mdmennel Routerswhose IP ad-
dress is called Routing Locator (RLOC) in the LISP termigglo
RLOCs are, and will also remain in the future, globally rdu¢a
IP addresses associated to the Tunnel Routers through &Hish
can be reached.

In order to explain how the separation of EIDs and RLOCs works
in particular when using LISP, let us take as example theltopo
ogy depicted in figure 1. The end-hdsiD, is reachable through
two border routers, meaning that it can be associated todos |
tors: RLOCg,p, andRLOCE 5, ." Similarly, EID, has two locators:
RLOCgp, andRLOCEp, .

In the sake of simplicity, we use the same acronyms to inelicat
both the name of the system and its IP address, i.e.,Bi@hand

During end-to-end packet exchange between two Internés hos
an Ingress Tunnel Router (ITR) prepends a new LISP header to
each packet and the Egress Tunnel Router (ETR) strips this ne
header before delivering the packet to the final destinaiR@mark
that the LISP header is a normal IP header with the only pactyli
of using locators as source and destination addressesagtance,
in the case of figure 1, assuming tfdD, wants to open a connec-
tion to EID, the following steps are performed.

1. EIDy issues a first IP packet, using its IBIDx) as Source
Address (SA) and usingID, as Destination Address (DA).
This packet is routed insid&S, in the usual way, in order to
be delivered to one d&ID,’s locators.

. The ITR RLOCE)p,) receives the packet. Remark that this
choice is done in practice by intra-domain TE policies ceher
ently to the local EID-to-RLOC mapping. These policies can
vary from AS to AS. Nonetheless, the EID is still reachable
from outside through all of its RLOCs.

w

. RLOCQDX performs EID-to-RLOC lookup to determine the
locator of EIDy, and, thus, the corresponding routing path
through which the packet will be forwarded. Assuming that
this operation returnRLOC§|Dy, the EID-to-RLOC associa-
tion is kept in a dedicated cache.

4. ALISP header is prepended to the original IP packet, lgavin
RLOCgp, as SA andRLOCEp, as DA? The packet is then
routed at IP level inside the Internet.

. Once the LISP packet reacHét:‘.OCéDy the LISP header is
stripped and the packet is forwarded insii®, as usual, in
order to be delivered tBID,.

Note that, by comparing the stripped LISP header with therinn
P headerRLOCEIDy is able to retrieve the EID-to-RLOC associ-
ation of the senderH|D,), which can be stored in the local cache.
No reverse mapping lookup is needed. After the first packst ha
gone through, the caches on both endpoints of the LISP tinavel
the appropriate information to correctly forward all thdsequent
packets.

As of this writing the EID-to-RLOC mapping function, which i
a main component of the Locator/ID separation paradigmtills s
object of discussion [5]. A non-exhaustive list of propssail-
clude relying on new ICMP control messages to discover the se
of RLOCs of a given EID (variant 1 of LISP [10]), relying on the
DNS service (variant 2 of LISP [11]), on overlay networks,[23]
and on BGP [22]. In this paper, we do not tackle this issue and
do not propose a new EID-to-RLOC mapping mechanism. Instead
we discuss and evaluate the benefits that the Locator/IDratpa
can bring in terms of routing scalability and traffic engirieg op-
portunities.

3. SHRINKING THE FIB

The Locator/ID separation provided by LISP allows reduchrey
size of FIBs. More compact FIBs implies lower memory reguire
ments for routers, possibly faster lookups and faster foling ta-
ble updates. The FIB size reduction is possible since losat®
now independent of identifiers. They can therefore be aléutm

RLOCEIDy indicates at the same time a name and an IP address.

2In LISP version 1 and 1.5, due to incremental deployment pur-
poses, actually the DA is set EID,, however, this will not be the
case in LISP 2 and 3. For more details please refer to [10].
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Figure 2: Scenario S1 deployed on a small, example topology.

a more aggregatable way than with today’s IPv4 prefixes witho
impeding on the customer’s freedom to change their prosider
the following we evaluate this reduction by analyzing twiedent
scenarios for allocating the global prefixes in the Inteimetmore
aggregatable way.

The first scenario, calle81, assumes that only Tier-1 domains
have been allocated a globally advertised prefix. Each Tele-
gates a non-overlapping fraction of its own prefix to eactsofuis-
tomers. The non-Tier-1s-transit domains subsequenthcatié to
each of their customers a fraction of each of their own presfike
S1, providers can advertise a single default route to theitornsrs.
On shared-cost peerings, only routes towards prefixes obytte
peers are exchanged, since all the customer routes aregatgnte
This scenario is illustrated on a simple example in figurenzthe
example, edges with an arrow depict provider-custometiogla
ships while edges without arrow depict peer-to-peer m@hstiips.

Besides each AS in figure 2, we have shown the received prefixes
(in bold) and the FIB entries. For instance, AS7 has AS2, AS3,

and AS4 as providers and has received prefixes A.1.2, A.2d, a
B.2. Moreover, AS7 needs a single FIB entry that correspoads
its default route through one of the providers.

Since this approach of scenagl can lead some domains to
be allocated a large amount of prefixes, we also investigate v
ants limiting to 2 or 5 the numbeW of prefixes delegated to the
customers. As we will show later, even limiting the numbepia-
fixes delegated to the customers, full connectivity is gtiranteed
while greatly reducing the FIBs' size.

In the second scenario, call&® the hierarchical allocation of
prefixes is less stringent. We assume that all the transitadam
(Tier-1s and non-Tier-1s) are allocated a globally-adsed pre-
fix. These prefixes are fractioned and assigned to the custome
In this scenario, there are a larger number of globally-etthexl
prefixes but customers are allocated a single prefix per geovi
they connect to. A simple example of Scenaidis illustrated in
figure 3. In this case, all the transit ASes (AS1 to AS5) have re
ceived independent prefixes (A to E, respectively). Theséxas

| Name | ASes | Tls | Transits | Stubs | Depth |

Large | 14965| 2 2707 11986 | 9
Small | 11923| 50 | 0 11873 | 1

Table 1: Parameters of the topologies

AS3 AS5
C | ABDE E|ABCD
Cc1 E.1l
Ccz2
AS6 AS8
C.1 1 dfit C.2 | dfit D.2 | dflt
D.1 | E1l
B.1

Figure 3: Scenario S2 deployed on a small, example topology.
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Figure 4: Number of per domain assigned prefixes.

are advertised globally. Stub ASes only receive a fractiotheir
providers’ prefixes.

In order to compare these scenarios, we simulated them on two
large topologies. We used GHITLE [8] to generate Interiieg-I|
AS-level topologies. GHITLE relies on a preferential attaent
algorithm and assigns each edge in the topology a businkss re
tionship rovider-to-customeor shared-cogt Table 1 shows the
number of ASes and the breakdown between Tier-1s/TraBgitss
in each topology. Thearge topology is an Internet-like topology
with a small number of Tier-1s, a lot of stubs and a significamh-
ber of transit domains in-between. TBenall topology has only
two levels: Tier-1s and customers (stubs).

We show in figure 4 the number of prefixes that each domain
is being allocated in both scenarios. 34, a large fraction of the
domains (around 15%) receive more than 100 different prgfixe
while in S2the majority of the domains receive a single prefix and
99.9% receive less than 10 prefixes. S, the domains with a
large number of prefixes are typically well-connected regi@ac-
cess networks, i.e. located at the bottom of the hierarchywath
a large number of providers. For scenaBify we also plotted the
results when the numbéy of prefixes that an AS delegates to its
customers is limited to 2 and 5. In this case, the number dixae
that any domain can receive is boundedMyimes the number of
its providers.

In figure 5, we show the number of FIB entries for external des-
tinations in each domain. We observe that in both scenamose



1 T
S1 - Small
0.8 1 S1-Large - 1
= 06 \\ S1(N=2) - Large
A : \ S1 (N=5) - Large
X 04
o ' N\\
0.2 \
0 - ——
1 T
S2 - Small
0.8 \ S2 - Large - 1
X< 06 |
X .
T 0.4 \,\
0.2 \
0 :
1 1E+01 1E+02 1E+03 1E+04 1E+05

Number of FIB entries (logscale)

Figure 5: Number of per domain installed FIB entries.

than 80% of the domains need only a single FIB entry. These are

the stubs that only need a default exit route. The main diffee
betweenS1 and S2 concerns the transit domains. 82, all the
transit domains need a different FIB entry for all the otlransit
destinations and a FIB entry for each of their non-transstamer.
Roughly, this means that there are at least 2708 entries iRl& of
transit domains, one per each other transit domain. On thieary,
in S1, there are fewer globally-advertised routes and therdés®
need for large FIBs. The major contribution to the FIB comestf
the customer and shared-cost entries.

The results presented above show that distributing RLO@s in
aggregatable way allows to strongly reduce FIBs’ size. fEduin
particular shows that the number of entries has an order ghina
tude less than the number of ASes, while in the current letehe
number of entries has an order of magnitude larger than timbar
of ASes. Allocating prefixes in a more aggregatable way adso r
duces the RIBs size as well as the constant churn of BGP messsag
since fewer destinations are advertised in the defaudt-Zome.

4. ROUTEDIVERSITY IN THE INTERNET

The support for Locator/IP separation provided by LISP &wmb
the possibility to perform more flexible inter-domain TE.€TBID-
to-RLOC lookup operation can provide a list of RLOCs from e¥hi
one can choose in order to optimize some performance metrics

For instance, in the example of section 2, the lookup opmrati
performed byRLOCgp, can return botlRLOCgp, andRLOCEp,
locators forEID,. At this pointAS, can choose one of them based
on some optimization criteria (e.g. delay). Remark thahad¢ur-
rent Internet there is not such flexibility due to the BGP areft-
teristic of advertising only one route to each AS.

In order to evaluate the potential benefit of exploiting thdtim
ple routes towards the providers of the destination donveéper-
formed a simulation based on real BGP routing tables cealteby
the Route Views Project [16]. The study [21] has been peréarm
on a routing table collected on December 1st, 2004. Thenguti
table contained 5750380 routes received from 34 differeetrq
In the simulation, we only considered the 32 peers that amrexl
a full routing table, i.e., more than 140000 routes.

Among all the received routes, we identified, based on the AS-
paths, 6402 multihomed stubs. These multihomed stubshatiggl
29575 different prefixes. We then considered all the 496spair
RouteViews peers. For each pair of peers, we simulated a dual
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Figure 6: Path diversity when multihoming to RouteViews
peers.

homed stub domain connected to the peers. For each simulated
stub, we counted the number of different paths learned girou
BGP towards all the considered destination prefixes, asguthat

each provider advertises one prefix per stub. This is sirtoléine
scenarioS2 presented in section 3. Further, we consider that two
paths are different if at least the provider in the source Aghe
provider in the destination AS is different. Note that if tpaths are
different, that does not mean that they are completely idisf8].

The results of our simulations are summarized in figure 6. The
figure shows the distribution of the number of different sadkail-
able with BGP towards the destination domain vs. the paths to
wards the destination AS and passing through different ETdRs
all the destination prefixes. On the x-axis, we show the numbe
of different paths available and on the y-axis, the numbepref
fixes that could be reached with the corresponding numbeatbp
The number of available paths is an average over the 496 atieull
dual-homed stubs. We do not show the variance since it isloary

When looking at the BGP paths towards the destination AS, the
number of distinct paths is comprised between 0 and 2. I&tieer
no path, that means that the destination prefixes cannotlbed.
This fortunately occurs for only a small subset of the Roige)
dataset. This is probably due to the filters used by some I8Ps.
there is only one path, this means that the destination prefnot
reachable through one of the providers. But most of the tiimee,
destination prefixes were reachable through both provid&tse
number of available BGP paths cannot be more than 2 since the
simulated dual-homed stubs only receive one BGP route fdn ea
destination prefix from each provider. The path diversithiss low
with BGP even if there are two different paths most of the time

If we look at all the routes towards the destination AS andpas
ing through different providers (which can be exploitechgdilSP),
the path diversity increases a lot. Most destination pref(§& %)
are reachable through at least 4 different paths. Theresis al
significant number of destination ASes (30 %) that are realeha
through more than 4 paths due to some destination stubs being
more than dual-homed. The reason for the large majority ef th
destination prefixes having an even number of different pah
that the source stub is dual-homed. The same study was imexdor
on routing tables collected by the RIPE RCC [23] and simiéar r
sults were obtained [21]. Previous studies have also shbainat
similar behavior is also present in IPv6 topologies [4].
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5. EXPLOITING ROUTE DIVERSITY

The previous section clearly shows the large amount of path d
versity present in the Internet, which is still unexploiteds al-
ready stated, Locators/ID separation enables to take tabyauof
this diversity by smartly selecting RLOCs when several@pgiare
available. Here we go deeper in the analysis by evaluatiegém
that can be achieved when using delay as the optimizatiterieri

We performed a simulation study of the delays along the paths
between multihomed sites. The simulation is based on rdayde
measurements made during May 2004 between 58 active tes$ box
from the RIPE NCC Test Traffic Measurements Service [12]. The
test boxes are scattered over Europe and a few are locatesl s,
Australia, New Zealand and Japan. Each test box is equipfid w
a GPS clock so that one-way delays between each pair of bares ¢
be measured accurately (within/4€). More than 2000 probes are
performed per day and per test box pair. The interval betvwen
consecutive probes is randomized according to a Poisstibdis
tion, as recommended in [2]. All the measures obtained haee b
then fed to the Vivaldi algorithm [7] in order to obtain stabialues
of the measured delay, which we used in our simulation.

To simulate the presence of multiple RLOCs, we follow a métho
ology similar to the one used in [1]. We select a few RIPE nodes
in the same metropolitan area, and consider them as the RbOCs
a single virtual multihomed network. This method actuallgdn
els multihoming where the provider-dependent prefixes rtideel
by the virtual site are aggregated by its providers, likenacie S2
in section 3. A total of 13 multihomed sites are emulated ly th
method: 10 dual-homed sites, 1 three-homed, 1 four-honmetll a
having 8 providers. One multihomed site is located in the &g,
in Japan, and the others in Europe.

Figure 7 shows an analysis of delays between the RLOCs of the
13 multihomed sites. We evaluated the delay for each paspéif
(i.e., 78 pairs) of multihomed sites and sorted them in desing
order of their best delay (cf., x-axis of figure 7). The figuleoa
shows, for each pair, the range of delays on the availablesp#
particular, for each pair of multihomed sites, we draw aivalt
bar. The upper end of the bar indicates the actual delay afthst
path, while the lower end indicates the actual delay of tst path,

i.e. the lowest possible delay. A graduation is added on #re b
indicating the median delay among the paths.

We observe that for many pairs there are large variationken t
measured delays, with differences between the best anddts w

case larger than 100ms. Due to the performance-blind smheaf
paths performed by BGP, the worst path could be selectediniga
to a delay that can sometimes be tremendously larger thatethg
of the best available path.

Locators/ID separation allows choosing among several R$,0C
increasing the freedom of choosing alternative paths ssdtvmeer
delay paths. Note that delay is not the only possible opttion
criteria, but well shows the possible achievable gains.

6. CONCLUSIONS

During the last years, several researchers have proposgthme
nisms where locators and identifiers are separated, inasiritrthe
current Internet architecture. The rationale behind thjgeach is
to overcome the scaling issues that have appeared.

In this paper, we first summarized the behavior of the LISP ap-
proach. We have then shown by simulations that such a mesrhani
helps in significantly reducing the size of the FIB of coreshniet
routers. This reduction is possible because locators aigreesi
hierarchically.

Furthermore, the allocation of multiple locators to eaclb#S
provides additional benefits. We have shown that thankseseth
locators, stub ASes can exploit many more paths than wheg usi
classical BGP-based multihoming. Our simulations, baseRlIBE
TTM delay measurements, have also shown that by exploitorgm
paths stub ASes could obtain paths with a much lower delay.
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